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ABSTRACT

A Semiparametric Model for Binary Response and
Continuous Outcomes Under Index Heteroscedasticity

This paper formulates a likelihood-based estimator for a double index, semiparametric binary
response equation. A novel feature of this estimator is that it is based on density estimation
under local smoothing. While the proofs differ from those based on alternative density
estimators, the finite sample performance of the estimator is significantly improved. As binary
responses often appear as endogenous regressors in continuous outcome equations, we
also develop an optimal instrumental variables estimator in this context. For this purpose, we
specialize the double index model for binary response to one with heteroscedasticity that
depends on an index different from that underlying the “mean-response”. We show that such
(multiplicative) heteroscedasticity, whose form is not parametrically specified, effectively
induces exclusion restrictions on the outcomes equation. The estimator developed below
exploits such identifying information. We provide simulation evidence on the favorable
performance of the estimators and illustrate their use through an empirical application on the
determinants, and affect, of attendance at a government financed school.
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1 Introduction

The last thirty years have witnessed the introduction of several estimators
for the semiparametric binary response model under minimal distributional
assumptions on the disturbance terms (see for example, Manski (1975, 1985),
Horowitz (1992), Powell et al (1989), Ichimura (1993), and Klein and Spady
(1993)). Much of the focus on relaxing distributional assumptions in the
binary response model was motivated by the fact that maximum likelihood
estimation of discrete choice models would generally lead to inconsistent es-
timates if the underlying distribution was incorrectly chosen.

In addition to the ”shape” of the error distribution, it may also be mis-
specified in the manner in which it depends on the explanatory variables. For
example, if the error exhibits multiplicative heteroscedasticity that is not a
function of the "mean” response, then only the above mentioned estimators
of Manski and Horowitz are consistent. However, these estimators will not
recover binary response probabilities. By estimating binary quantile models,
Kordas (2000) obtains interval estimates of the probabilities under general
conditions. One of the main objectives of the present paper is to obtain
these probabilities. ~We model a binary response probability as depending
on a double index where the distribution of the error may depend on the
explanatory variables through one or both of the indices. For example, this
specification allows for, but is not restricted to, multiplicative heteroscedas-
ticity that depends on one or both indices.

To estimate the binary response model described above, we extend the
estimator in Klein and Spady (1993). The estimator in Klein and Spady
depends on a single index assumption, which in the present context would
imply that it can handle heteroscedasticity only if the "error" distribution
depends on the same index that determines the "mean response". Here we
allow a double index formulation in which the index underlying the "mean
response" may differ from that upon which heteroscedasticity depends. Such
an index formulation is particularly important in view of a result due to
Chen and Khan (1998). They consider a binary response model where the
heteroscedasticity depends on an unknown function of the explanatory vari-
ables and does not have an index structure. In this case, they show there
does not exist a v/ N-consistent estimator for the model’s parameters. Here,
we will obtain a v/ N-consistent estimator under an index specification.

It should be emphasized that the estimator developed here depends on
density estimators obtained under estimated local smoothing, where under-



lying density estimators are based on windows that vary for each observation
in the sample. This is analogous to characterizing a distribution with a his-
togram in which the bin interval is allowed to vary depending on whether one
is in the tails of the unknown density (where observations are sparse) or in re-
gions where the true density is ”high”. With such local smoothing, the proofs
for the asymptotic properties of the estimator formulated here substantially
differ from those in the literature that employ bias-reducing kernels. We
pursue this strategy first because density estimators under local smoothing
have mean-squared-error optimally properties (Abramson (1982)). Second
and most importantly, in the present context we have found that the finite
sample performance of the estimator for the binary response model is much
improved under local smoothing in contrast to bias-reducing kernels. We also
found further improvements in the finite sample performance of the estima-
tors by employing dependent kernels that depend on an estimated sample
covariance matrix as advocated by Fukunaga (1972). Accordingly, all proofs
in this paper are for estimation under local smoothing and dependent bivari-
ate kernels.

In adopting the above smoothing strategy, we have found it necessary to
employ a property of the derivative of semiparametric probability function
due to Whitney Newey. Namely, when this derivative is taken with respect
to index parameters and then evaluated at the true parameter values, it co-
incides with the corresponding parametric derivative minus its conditional
expectation (conditioned on the indices). This "residual-type” property of
this derivative function is important below in controlling the bias in gradient
terms in the asymptotic normality argument. As is typical for many semi-
parametric estimators, we will need to downweight (trim) observations where
density denominators become "too small". To exploit the residual property
of the semiparametric derivative, we will employ a trimming strategy that
depends on estimated indices as opposed to the explanatory variables.

The estimator developed here for the binary response model is also related
to those of Ichimura and Lee (1991) and Lee (1995) who examine alternative
multiple index models. While the present paper makes use of several key
identification results of the Ichimura and Lee paper, it differs from both in
several important respects. First, and most important, we have formulated
the estimator and all proofs for the case of estimated local smoothing rather
than bias-reducing kernels. Second, we make use of identification results in
Ichimura and Lee without imposing exclusion restrictions on the indices. We
emphasize that we are not concerned here with recovering the original para-



meters in the binary response model (which even in the presence of exclusion
restrictions are still only obtained up to location and scale). Rather, we are
interested in estimating those identifiable functions of the parameters that
suffice to identify the semiparametric probability function. It can be argued
that with binary response models, one is generally not concerned with the
parameters themselves but rather with the response probability and marginal
effects. Such marginal effects, which examine how the probability function
changes as the explanatory variables change, are identified once the proba-
bility function is identified. Moreover, while the entire probability function
converges pointwise and uniformly to the true function at a rate below the
parametric rate of v/ N, averaged marginal effects converge at the parametric
rate. The original parameter values of the model are not required for such
identification. In part, for this reason we focus on identifying the probability
function itself rather than index parameters.

While one of our primary objectives is to provide an estimator for this
double index binary choice model,! we note that applied researchers have be-
come increasingly interested in larger systems in which the choice appears in
another equation as an endogenous regressor. This type of model, frequently
referred to as an endogenous binary treatment model, is at best poorly iden-
tified without an exclusion restriction. The well-known problem here is that
the treatment probability, which would serve as an instrument for estimating
the continuous outcomes equation, is often approximately linear in its argu-
ment. In the absence of an exclusion restriction on the continuous outcome
equation, the instrument is then very close to being linearly related to the
same exogenous variables in the continuous equation of interest. To resolve
this problem here, we consider the case of multiplicative heteroscedasticity in
the binary response equation, which is some function of the explanatory vari-
ables X. Write this function as S(X). In the next section we show that such
heteroscedasticity may be viewed as inducing exclusion restrictions on the
continuous outcomes equation. With no parametric assumptions on S(X)
(other than that it depends on one or two indices) and with no paramet-
ric assumptions on the distribution of the error term in the binary response
model, below we will develop an estimator that exploits such identifying in-
formation. We will then show that such information is useful both in theory
and in practice (as indicated in a series of monte-carlo experiments and in

1Virtually all of the technical difficulties in this paper arise from estimating a double
index specification for the binary response model under estimated local smoothing.



an empirical application).

For continuous simultaneous equations models, other authors have ex-
ploited heteroscedasticity as an identification strategy. For example, in a
semiparametric formulation, Klein and Vella (2006) exploit such informa-
tion to identify and estimate triangular simultaneous equations models with-
out exclusion restrictions. In parametric formulations, Vella and Verbeek
(1997), Rummery et al (1999), Rigobon (2003) and Lewbel (2004) also exploit
heteroscedasticity as an identification strategy for simultaneous equations.
From the structure of the problem considered here, there is information in
higher order powers of the X’s that could be exploited to construct instru-
ments for the outcomes equation. Dagenais and Dagenais (1997) and Lewbel
(1997) exploit such information in models with measurement error. In this
paper, since the nature of the heteroscedastic function in the treatment equa-
tion is unknown, it is unclear which higher orders of the X/s should be used
as instruments. Consequently, we pursue an alternative strategy here that in-
volves direct estimation of a double index binary response model. One could
attempt to by-pass estimation of this equation and determine the appropriate
higher orders of X/s to use as instruments by extending Donald and Newey
(2001) to the model considered here. However, as the treatment probability
is itself of direct interest, we pursue an alternative strategy that employs
the estimated treatment probability in estimating the continuous outcomes
equation. In the present context, the conditional treatment probability is an
optimal instrument (Amemiya (1975)).

The next section outlines the model and the estimation methods. In
Section 3 we provide and discuss the assumptions required to establish as-
ymptotic results. When estimating the treatment effect, we note that our
procedure is of particular value when there are no exclusion restrictions which
provide instruments. Accordingly we focus on identification in the absence of
conventional exclusion restrictions. In Section 4 we establish the asymptotic
properties of the estimators for both the binary response and outcome mod-
els. In so doing, we sketch out the proofs, and provide complete technical
details in the Appendix. The proof strategy differs from other arguments
in the literature as it relies on estimated local smoothing. Section 5 pro-
vides simulation evidence. In Section 6 we provide an empirical application
where an individual’s total education level (the outcome) depends in part
on whether or not the individual attended a State financed high school in
Australia (the treatment). Section 7 concludes.



2 Model and Motivation for Estimators

Consider the following model:

Yii = Xifo+0oYo + u; (1)
Yo = {Ximo+v; >0}, (2)

where Y7; is the outcome variable and Y5; is a dummy endogenous variable
defined through the indicator function {e}; X; is a vector of exogenous vari-
ables; 3y, mo and 6y are unknown true parameter values; and u; and v; are
random disturbances. While the treatment effect, 6, is invariant across in-
dividuals, this assumption can be relaxed as in the empirical application.
The disturbances can be characterized as:

vi = S(Xivo)vj (3)

where S(e) is an unknown (positive and non-constant) function; -, is an
unknown parameter vector, and v} is a homoscedastic random disturbance
which is independent of the elements of X; but dependent on u;. The model
allows heteroscedasticity in each equation, though we only model it explicitly
in index form for the binary response model. Note that there may or may not
be known restrictions on the parameters in the above model. For example,
suppose X = [X ], X [2]] , where X5 contains powers and cross products of
the ”basis” elements in X[;;. Then, in some formulations it will be reasonable
to restrict the elements of 3, and 7y so that the "mean effects” only depend
on X[j. In contrast, one may want to let heteroscedasticity, S, depend on
the basis elements X|;) and the higher order terms Xj5. Alternatively, we
could interpret X itself as containing the ”basis variables” for the model and
impose no exclusion restrictions on [, 7o, or 7v,. Because of the aspects of
the above model in which we are interested, we permit and indeed focus on
this second case of no exclusion restrictions. The estimator developed here
is for a model more general than above, but we will specialize to the above
case for expositional convenience.
For the model in (1-4), the treatment probability has the form:

Pr(Yy, = 1|X;) = Pr(Ys = 1|X;m0; Xi7g) ()
= P(Zim), Z=[Xi/S(Xio)l,



where P(.) is the distribution function for v;. We estimate this probability
function in a double index formulation based on local smoothing. The estima-
tor will depend neither on the functional form for .S nor on the distribution
of the disturbances.

We can also employ this probability function as an (optimal) instrument
for estimating the continuous outcomes equation. Here we make several
observations. First, if there is no heteroscedasticity in the above model, then
effectively Z = X, in which case the model can be poorly identified because
P is often approximately linear in its argument. When the argument of
Pis Xmg (ie. Z = X), it is still possible to identify the model provided
that P is not linear in Xmy. However, this form of non-linearity in the
function P itself will typically occur in the tails of the X!s and thus relies on
a small fraction of the sample for identification. In contrast, in the presence of
heteroscedasticity, Z no longer coincides with X and indeed will typically be
linearly independent of the columns of X. Consequently, the Z-variables are
effectively excluded from the continuous outcomes equation. Such induced
exclusion restrictions serve to identify the model even in the region of the
data for which P is linear in Z.

3 Assumptions, Identification, and Definitions

We now provide the assumptions and definitions that we employ to establish
the asymptotic properties for the estimator.

Al. The Data. The data : (Y3;, Y2, X;), i = 1,..., N, are i.i.d. obser-
vations from the model in (1)-(4). With X as the NzK matrix of
observations on the explanatory variables and with 1 as an Nz1 col-
umn vector of ones, the columns of [X 1] are linearly independent with
probability 1.

A2. Errors. The error in the continuous outcomes equation (1), u;, is
independent over ¢ with E (u;| X;) = 0 and with F [u? | X;] uniformly
bounded. The error in the binary response model (2) is given as:

v; =5 (Xl,YO) U;'ka

where the unscaled error, v}, is i.i.d. with finite variance. The scaling

function S (e) is finite, bounded away from zero, and is not constant.

The vector X, is independent of the unscaled error v;.
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A3.

A4.

A5.

A6.

Parameter Space. The vector of true parameters values for the
model in (1-4) lies in the interior of a compact parameter space, ©.

Index Assumptions. Assume that the vector of indices, I, depends
on two distinct (functionally independent) continuous variables, X;
and X, . With X3 containing all other explanatory variables, write:

B B I. _ | T T
I = [-[1; -[2] - [X17X27 X3] [ F31 F32 :| ’ Fc - |: F21 F22 :| ’

and assume that the 2x2 submatrix I', has rank 2.

Reparameterized Model. With 1 = (13, 75,), define:
1 0
W=I«TP=W, Wy =[X1,Xs, Xa]| 0 1 | =X3(n).
M31 T32

Under this reparameterization, notice that P(Y = 1|I) = P(Y = 1|W).
Define W* by replacing n above with n*. With x a realized value of X,
write w = zf (n) and w* = 25 (n*) . Assume:

Pw)=PY =1|{W=w)=PY =1|W"=w") = P* (w").

Following Ichimura and Lee (1991), let ¢t = w* = (z1, 22)+x315. Then,
write:

P(w)=P(t+z3(n—mn°)) =P (t).
Assume that there exists a set of positive probability on which the
above equality may be differentiated with respect to the continuous

elements of x3 with ¢ held fixed. Further assume that condition (4) of
Ichimura and Lee (1991, Lemma 3) holds.

Densities. Assume that all continuous variables have compact sup-

port. To provide required smoothness conditions, let X. = (X7, X5)
be the vector of continuous variables in (A5). Then, with f(z.|X3,Y?)
as the indicated conditional density for X, denote V:V? f (e|e) as the
i" and j' cross-partial with respect to the elements of z. = |21, 5] .
Then, with VIV f (z.|e) = f (e|e), assume that f (w|e) has positive
support on a compact set A, is bounded away from 0 on any compact
subset of its support, and that on A }V’N; f (o|o)| is bounded above
by a positive finite constant for ¢ + j < 4.
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Assumptions A1-3 define the index model that we propose to estimate.
An index formulation of low dimension is and important for obtaining rea-
sonable results in finite samples. Notice that this index assumption permits a
more general error structure than that shown in (A2). Namely, we require
that the binary response probability depend on two indices, but do not oth-
erwise restrict the manner in which the probability depends on the indices.
The particular double index structure implicit in (A2) provides a convenient
motivating case.

With the possible exception of assumptions A4-5, the above assumptions
are somewhat standard in index models. Assumptions A4-5 essentially pro-
vides identification conditions. To motivate these assumptions, note that
the W-parameterization in (A5) is equivalent to the I-parameterization in
(A4) as both yield the same conditional probability function in . We em-
ploy the W-parameterization to allow for the possibility that there may not
be exclusion restrictions in the original [-parameterization. In this lower
dimensional parameterization, we then seek to identify the (nuisance) para-
meters 1. Before proceeding, we note that these parameters have no natural
interpretation as they are linear functions of the model’s original parameters.
However, if these parameters are identified, we can easily recover the binary
response probability function and identify the marginal effects which measure
how the response probability changes in response to changes in x. Moreover,
asymptotic properties for these estimated marginal effects will readily follow
from those for 7). Finally, as elaborated below, the probability function is of
interest in estimating a continuous outcomes equation that depends on the
binary response variable.

Having reparameterized the model in (A5) we then assume that the W-
parameterization satisfies the identification conditions in Ichimura and Lee
(1991).2 The condition on discrete variables is that given by Ichimura and

2Ichimura and Lee use this differentiability condition in their proof. We have explicitly
stated it as an assumption, because it can fail when all continuous variables of an index
are functionally related. For example, suppose x3 = 3 and write

th =21 + .I‘?’I]l.

The derivative condition in (A5) does not hold for this case. Moreover, the model is not
identified as
Pr(Y =1W =w) =Pr (Y = 1|X; = 21, Wa = ws).

In other words, we are unable to distinguish 75, from 73, = 0 as both yield the same
binary response probability.



Lee to identify their coefficients. Note that these identification conditions are
based on the underlying assumption of a double index model. In presenting
simulation results, we will present results both for double and single index
models. If a single index model generates the data, it will not be possible
to identify all of the parameters of a double index specification. However, it
is still possible to identify the probability function of interest. As the focus
of this paper is on a double index specification we defer further discussion of
this issue to the simulation section.

Assumption (A6) provides smoothness conditions. These conditions and
densities satisfying them are discussed in Klein and Spady (1993, p. 393).
It is possible to relax the compact support assumption at some technical
expense in the proofs.?

In addition to the above assumptions, we also need a number of conditions
or definitions that define the densities and probability functions of interest.
Throughout, we employ kernel density estimators to estimate the semipara-
metric probability function entering a quasi likelihood. As is standard in this
literature, such density estimators need to have an appropriately low order
of bias. Here, we obtain bias reduction first by employing local smoothing
as developed by Abramson (1982) and discussed in Silverman (1986). Such
local smoothing requires that the windows in the final kernel density esti-
mator vary by observation and depend on a pilot density estimator. Not
surprisingly, these windows satisfy the intuitive requirement that they be
smaller in the center of the distribution than in the tails. As a second source
of bias reduction, we exploit a property of expected semiparametric proba-
bility derivatives. Namely, such derivatives have expected value zero when
conditioned on the true indices. As will also be discussed below, to improve
the finite sample performance of the estimators, we estimate the density for
the vector of indices, W, using kernels that depend on the sample covariance

A similar issue arises in the case of single index models. The identification argument
in Klein and Spady (1993) requires that there is a continuous variable that is functionally
independent of other continuous variables in the model. Ichimura (1993) provides weaker
identification conditions by relaxing this assumption. It remains the case, however, that
when the index is a linear in "basis" functions of the same continuous variable, Z, then
the index is not identified.

3This assumption is used in two types of arguments. First, in conjunction with the
parameters being in a compact set, it implies that probabilities are bounded away from
one and zero. In the absence of this simplifying condition, one would need to make a
tail assumption on how fast the probability function tends to one or zero. Second, this
compact support assumption simplifies various uniform convergence arguments.



matrix for W. Below, we will first define these estimators and then discuss
their properties.

D1. Density Estimators Under Local Smoothing. Let K be a sym-
metric, smooth univariate kernel function satisfying condition C8 in
Klein and Spady (1993, 394). The normal kernel, which is employed
in the simulations and the empirical example, satisfies this condition.
Let T be a matrix such that 7'T = 7, the inverse sample covariance
matrix for W given that Y, = s,s = 0,1. Partitioning T = [T} T3]’
conformably with the i observation on W: W; = [Wy; Wy’ define:

det (f]s> 2
k5 (wih, ) = WK (Ty [w = Wil / [Ajh]) K (T [w — W5] [ [Azh]) -

With g,(w) as joint density for W = [W;, Ws] conditioned on Y = s,

s = 0,1, and with P, as the unconditional probability that Y, = s,
define an estimator for f; (w) = Psgs(w) as

1
w 2 w o \Ww = — — Yo ’lU .
fh)\NY]lclh)\fh/\NlY] h, A
7

For w = W;, the above averages are taken over the N-1 observations
for which j # 4.

D2: Smooth Trimming Functions. Define a smooth trimming func-
tions as:
7(z;0) =[1+exp (N [2])]".

D3. Estimated Local Smoothing Parameters. Referring to (D1),
denote 7, as the geometric mean of the f, (w;h, ) s and let Yoi =

fs (wj; h, A) /| . Then, for j = 1,..,N, define estimated local
smoothing parameters as:

10
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As (fs (wj; h, )\)> — [Cisﬁsj 4 <1 B ngj) /Ln(N)]_1/2

A 1
ds; = — ;.01 ),
I T(an) Tss )

where the parameter a in (D2) is set here to .01.*

D4. Multi-Stage Local Smoothing. Employing (D3), the estimator
for f (w) is defined under several stages of local smoothing as:

' 1 o
flw) = > Vaik, (hg,/\s) s=1,0,
J#

~k

%y = A (i (e (A ).

where 1 is a vector of ones. With h; = O(N~"), set 73 = 1/11 and
0<d<rg/2. Then,set ry = (r3 —4/2) /2, and ry = (r3 — 0) /4.5

D5. Semiparametric Probability Function. Define:

P(n) = fi(w)/g" (w) = | filw) + Auv] / |3 (w) + Ax]
where §(w) = fi(w) 4+ fo(w) estimates the unconditional density
for W. To define the A adjustment-factors, first define the smoothed
indicator :

Aoy = &N [ 1exp (N [ fiw) = N-] )] o

where a1 = €'r3/4, as = €'r3/5, ¢ = 0,(1), and Ay = Ajn + Agn.

4In taking fourth-order Taylor series expansions to examine bias terms, the fourth
derivative will involve N“4*. Consequently, it is important that a be "small". Here,
a = (r3 —e,)/8, with e, positive and arbitrarily small. The value a = 1/100 satisfies the
required constraint and is employed in the monte-carlo study.

°In proving Lemma 8, we require 73 < 1/10, 4 (ry + 72 +73) > 1/2, and 0 < § < r3/2.
In making a bias calculation (Lemma 3A-C), we will require 0 < r; < r9 — 2a and
0 < r1 +r9 < 73 — 2a. These conditions are satisfied with the parameter a set as in (D4),
r; as in (D5), and d as in (D5).

11



D6. Pilot Estimator. Let x;, be the lower a'* sample quantile for
the continuous variable X (e.g. a = .01) and let Z; be the upper
(1 — )" sample quantile. For the K. continuous variables, define the
indicators: £ = {x, < zix < Z1},k = 1, ..., K.. In the notation of D1,
define a pilot probability estimator as:

P (n) = fi (wy; 1/11,1) / | fi (w53 1/11,1) + fo (wy; 1/11,1)] .

Then, with 7,; = IIi;;,, the pilot estimator for 7, is defined as:

i, = argmaxl,(n),
n

Qp(n) = Zf'm [Ym‘Ln (]52*) + (1 —Y3) Ln (1 — ]3;‘)] .

D7: Final Estimator. With 7, defined in (D6), let w; = [wy; (7,) wa; (7,)]
denote the vector of estimated indices. Denote w, (ﬁp) as the lower 3"

sample quantile for the w; (ﬁp)/ s and let w, (f]p) be the corresponding
upper (1— 3)" quantile. With 7 as the trimming function in (D2), the
index trimming function is defined as:

Twi = T1i T2,
o= 7 (wy () —wg (7,):1/12) 7 (Jwws (7,) —wk (7,) 51/12) for k =1,2.

Then, with probabilities defined in (D5), the final estimator for 7, is

defined as:
i = argmaxi (),
n
Q) = # [Yauln (B) +(1-Ya) Lo (1- B)] .

Before discussing the role of the above definitions, as an overview note
that there are two general aspects that need to be addressed in estimating
semiparametric models.  First, it is necessary to control the bias in the
underlying density estimators. As discussed below, here we control this
bias by employing local smoothing and exploiting a "residual" property of
semiparametric probability functions. Second, it is necessary to downweight
or trim those observations for which densities become too small. For reasons

12



discussed below, we employ a trimming strategy outlined in (D4-6) that is
quite similar to that in Klein and Spady (1993).

In explaining why we have defined various estimators as above, turn first
to (D1). As discussed by Silverman (1986) and advocated by Fukunaga
(1972) we have employed bivariate Kernels based on a sample covariance
matrix. We "match” this feature of the data as follows. Following Fukunaga
(1972) we specify a density estimate for the vector W by first constructing
the standardized vector W* = T'W. With the covariance matrix for W* being
the identity matrix, the density estimator for W* is then somewhat naturally
based on a product of independent kernels. The implied density estimator for
W is then that given above. Fukunaga (1972) documents the performance
of this estimator in a monte-carlo study. Here, we have found that we obtain
"better” estimates of the parameters of interest when we select a density
estimator in this manner.

For known local smoothing parameters (bounded away from zero), Abram-
son showed that the locally-smoothed density estimator is optimal in a mean-
squared error sense. This estimator also has the desired bias reducing prop-
erties. As the local smoothing parameters are not known, they must be
estimated. In using the estimates, we are able to prove that the result-
ing density estimators have desired bias reducing properties when estimated
in several stages. Namely, first employ a regular kernel density estimator
(A = 1 in the above notation) to construct estimated local smoothing pa-
rameters. Second, obtain a density estimator using these estimated local
smoothing parameters. Third, and finally, use this second stage estimator to
reconstruct estimated local smoothing parameters and obtain the final den-
sity estimator shown in (D4). We have been able to show "essentially" that
the bias is reduced at each stage. At the third stage, the order of the bias is
O (h3h3h?) . This order is sufficiently small to obtain the asymptotic results
below. We note that this order is larger than that would be the case if the
local smoothing parameters were known . For the windows required to ob-
tain the above order for the bias, h3h3h? > hj, the order that Abramson and
Silverman establish for known local smoothing parameters (bounded away
from zero). For technical reasons, we smoothly trim in (D2) so as to keep
the local smoothing parameters above 1/In(N).6

5For bias reasons, it is important to let the densities that define these parameters be
closer to zero than the densities upon which the semiparametric probability function is
based. As the likelihood trimming insures that densities have a lower bound of the form

13



The proofs exploit a residual-like property of the derivative (with respect
to the parameters) of the true semiparametric probability function , with
this derivative having conditional expectation of zero when evaluated at the
true parameter values By using this property, we can further control for
the bias in the gradient to the objective function, which is essential to es-
tablishing asymptotic normality. To this end, we first estimate the model
under X-trimming. The resulting parameter estimates, which we do not
require to be v N — convergent, are employed to obtain estimated indices
or index-densities. The model is then re-estimated with trimming based on
estimated indices or their corresponding estimated densities. Such trimming
affords "protection" against small denominators when analyzing the gradient
as it will be evaluated at the true parameter values. However, this type of
trimming is problematic for analyzing the averaged Log-likelihood and the
Hessian matrix as we need to examine these components away from the truth.
As in Klein and Spady (1993), we employ the A adjustment factors in (D5)
above for this purpose. These factors will vanish exponentially provided the
density is not "too small". In this manner, such factors will quickly van-
ish from the gradient where they are not needed, but will serve to control
density denominators when analyzing likelihood and Hessian components.

4 Asymptotic Results

In this section we provide and discuss the asymptotic properties for the esti-
mator for both equations in the endogenous treatment model defined above.
The Appendix contains formal proofs for all required intermediate lemmas
and the main theorems given below. For expositional and notational pur-
poses we will consider the more difficult case in which every index in the
model depends on a linear combination of variables in X. In practice there
will certainly be cases in which exclusion restrictions for the various indices
are justified. In what follows, we begin with the binary response model and
establish consistency using standard uniform convergence arguments. We
then turn to the proofs for asymptotic normality.

B > 0, we permit the local smoothing parameters to slowly tend to zero.
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4.1 Binary Response

To show that the proposed estimator for the binary response model is con-
sistent, denote n = [n;, 1] as the (nuisance) "reduced form” parameters

entering W7 and W, as above. Then, with the quasi likelihood given by @
above, the estimator for this binary response model is given as:

iy = argsupQ (1) .
n

With the semiparametric probability function given as P; (1) in (D5):

A 1

Q=13 (Yatn [R0] + 11— val2a 1- 2] ).

=1

where 7; is a trimming function that is defined and discussed in the Appendix.
Obtain @ (n) from @ (n) by replacing P;(n) with its uniform probability
limit, P;(n). It can then be shown (see the Appendix) that

Q (n) —Q (n) 20, uniformly in 7.

From standard uniform convergence arguments, () (1) converges in proba-
bility and uniformly in 7 to its expectation, F [@ (n)]. Under conditions for
identification given above, E [@ (n)] is uniquely maximized at 7,. Therefore,
we have established:

Theorem 1 Under (A1-6) and (D1-7):
i) = 1o + 0p(1).

Note that consistency of 77 will imply that the probability function is
also consistently estimated. It is then also possible to establish consistency
for estimated marginal effects. The asymptotic distribution for marginal
effects readily follows from that for the estimated nuisance parameters. In
the remainder of this section, we outline the normality argument, with the
Appendix providing detailed proofs.

As discussed in the Appendix, we first employ fixed trimming on the basis
of the X-variables to obtain a convergence rate for a pilot estimator for the
parameters:

[ﬁp — 770] =0, (N_’"”) , Tp > T3
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Using 7,,, we then estimate the two W-indices and construct a smooth trim-
ming function based on these indices. With w; as the estimator for the in-
dices, denote 7,,; as the estimated trimming function under Index-trimming
(D7). Employing this trimming function , write the objective function as:

2(n) = %Z%wi(}éi[/n [Pz-(n)} +(1—Yy)In [1—}2(77)]).

Denote G () and H (1) as the Gradient and Hessian for this objective func-
tion. Let @ (n) be the objective function obtained by replacing estimated
with true probability functions (to which the estimated functions uniformly
tend) and denote H (1) as the Hessian for @ (n). Then, with the Appendix
containing the details, from a standard Taylor series expansion of G (1) about

770:
VN (ij=n,) = —H(n") VNG, +0,1), n* ¢ [i.n,)
= —H,'VNG(n,) +0,(1), H,=E[H (n,)].

The normality result then follows from an analysis of the gradient term.
To outline the argument for the gradient, define an estimated weight
function

p; = {%é(%)} / [ P (ny) [ 1 _E(%)] ] '

The gradient to the objective function is then of the form:

NI/QG: [A1+A2—Bl+BQ],

Al = NPy ru[Yi— PBlpy Ae=N"2Y [fui— 1wl [ Yi = P,

By = NN i [B=B|pi Bo= NN (i -7l [P - B b,

To simplify A;, we first show that the estimated weight may be taken as
given by showing:

Since Y — P has conditional expectation of zero, a natural strategy would
be to establish the above result by showing that E(A?) converges to zero.
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After simplifying A;, in the Appendix we provide the required mean-square
convergence argument. It then follows that:

A = Nfl/QZTwi [Yi = Bl p;/N + 0p(1).

Employing Lemma 8 in the Appendix, we are able to show that Ay converges
to zero in probability.

Turning to the term in Bj, in the Appendix we establish uniform con-
vergence rates under multi-stage local smoothing (to reduce the bias) for
estimated probability functions and their derivatives. In the first stage, esti-
mated local smoothing parameters are constructed as functions of a regular
kernel density estimator. These estimated local smoothing parameters are
then employed (as variable windows) to re-estimate the density, which is in
turn used to reconstruct estimated local smoothing parameters, which in the
final stage are used to re-estimate the density. When local smoothing para-
meters are unknown, we show in the Appendix that this multi-stage approach
results in increased convergence rates by reducing the order of the bias in the
density estimator. Using these convergence rates, in the Appendix we show:

sup | P, — P, =0,(N7"); suplp; —ps| =0 (N"°), r+s>1/2.

We then have:

‘Nl/QZT?p [pz'—Pi] [oi = pil| /N <
N1/2sup |:7—ip J%—Pi}sup[nplﬁi—ml] = op(1).

From above:
By = Nﬁl/zZTwi [151 - Pi] p; + op(1).

Recall that for technical reasons the estimated probability function was de-
fined as a ratio of adjusted, estimated densities. With the adjustment factors
vanishing exponentially under trimming, we may ignore these adjustments
and replace P, with f;/g;. In the Appendix, (using a uniform convergence
argument similar to that above), it is shown that:

NN | il = B (/9= Dl pi = 0,(0)
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It now follows that B; simplifies to:
B = NTVNr, |45 = P (@i/9)) i+ 0 1)
= N_1/2 Z RZ + 0p(1), Rz =Tip [fz - Pzgz] [pz/gl] :

To further analyze By above, it is important to show that it is "nearly”
unbiased: E(R) = o (N -1/ 2) . With biased reducing kernels:

E(R) = E( [ﬁ—P@i] pi/gi)
= E(Pi/gz’E< [fi—PiQi} |Xi> )ZO(N_1/2)7

because the density estimators are "nearly" unbiased. However, once we
have shown that the gradient has the above form (under locally smoothed
kernels ), we can control the bias by exploiting a property of semiparametric
probability derivatives. Let

6 (W;) = E( |:.]Ez - Pz'gz} | Xi ) 5
where ¢ only depends on index values. Then:
E(Ri) = E6 (wi) pi/gi] = E[0 (wi) [g:E (ps|Wi)] = 0

from the residual property of the semiparametric probability derivative. By
exploiting this property, the Appendix employs a mean-square convergence
argument to show that B; converges to zero in probability (as does the com-
parable term in single index models). Similar to the analysis for A, using
Lemma (8) in the Appendix, it can be shown that B, also vanishes in prob-
ability.

Employing the above results:

VN (i =n,) = —H,'"VN> 7, [Yi = P] pi/N + 0,(1).

Noting that an information equality holds for this problem, a standard central
limit theorem then gives asymptotic normality in the theorem below.

Theorem 2 Under (A1-6) and (D1-7):

VN[ =no) % Z = N(0,—H;").
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4.2 The Outcomes Equation
With 0, = [5,, p,) and Z = [X, Y3], recall that this equation is given as:

}/IIZGO_FU‘)

Then, letting Z* (n) = [X , P (77)] be an instrument for Z, the IV estimator

is given as: :
b = [7ay 2] 7 vis
VN o -0 = [(26)2) N VEZ @Y win.
From Lemma 9 in the Appendix, with Z* = [X, P (n,)] :
2 2 =22 IN = 1),
VN |2 @) u=2"u| N = (1),
We can now immediately establish that the estimator is consistent and that
it is asymptotically distributed as normal with a covariance matrix having

the standard White heteroscedastic corrected form.

Theorem 3 Defining i = (Y1 — Z@IV), D = Diag(i?), and M = <Z* (ﬁ)'Z) /N
let: R ) . . )
O =Nt [(Z @) DZ (f])) /N} Mt
With Q 2 Q, under (A1-5) and (D1-4 ):
VN [9W - 90] 4 7= N, Q)
Note that we have assumed that F (u|X) = 0. If we assume further that
u is independent of these conditioning vectors and let trimming vanish as

the sample size increases, then 0y is an optimal IV estimator (see Amemiya
(1975)).
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5 Simulation Evidence

To investigate the performance of the above estimator in a controlled setting,
we conducted a monte-carlo study.” As the focus of this paper is on a double
index binary response equation, with heteroscedasticity providing the main
motivation, one of the designs below is of this form. It is also of interest
to examine the consequences of a double index specification when the true
binary response model is generated by a single index. Accordingly, we also
present results for this case along with a related discussion of identification
issues.

In formulating a design for the double index case, note that the number
of factors determining the nature of the simulation is very large, precluding
an exhaustive examination of the estimator under all possible conditions.
Accordingly we adopt the following strategy. We consider the worse case
situation where we are unwilling to make any restrictions on which variables
enter the means or the variances. That is, the same variables affect the means
and the variances. With all exogenous variables distributed as standard
normal, the true model with heteroscedastic errors is given as:

v, = Sy(x)v}f,S,(x) = [1—1—(1*1}1@-—}—2*:52@-—1-3*:53@-)2] (6)
Yoi = {@1 + 2o + a3 > 20} (7)
Yiz‘ = 1+l’1¢+$2¢+l’31’+}/21‘+6ui. ( )

The unscaled errors, v; and u;, were generated as normal with expectation
zero. Their variances were selected to insure that the scaled errors, v; and
u;, each had unconditional variance of one. Finally, the unscaled errors were
generated so as to have correlation of approximately .25 with each other.
For the case in which the binary response is generated by a single index, we
set .S, to a constant such that v has the same unconditional variance in both
designs.

Turning to the double-index data generating process, we first examine our
ability to recover the reduced form parameters in the binary choice model.
Second, we examine the ability of the IV estimator to estimate the outcome
equation parameters.

T We set trimming and smoothing parameters as follows: a = .01, r3 = 1/11, 6 = 1/25
(require 0 < 73/8), ro = (13 — /2) /2, and ro = (13 — ) /4.
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In the first experiment we conduct simulations with a sample size of
1000 and with 500 replications. Under the W-parameterization discussed
earlier, x5 is excluded from the first index and x; is excluded from the
second index. The true values for the nuisance parameters (the coefficients
on z3 in each index after re-parameterization) are 2 and -1 respectively.® In
estimating these parameters we obtained starting values from a coarse grid
search. The average of the estimates for these two parameters are 2.031 and
-1.037 with standard deviations of .469 and .508. Thus the estimates appear
to be unbiased and they are reasonably precisely estimated. In addition to
computing the double index parameters we also estimated a probit model
which does not account for the presence of heteroscedasticity.

We also compared probit, semiparametric, and true probability functions.
As an overall summary comparison, we estimated the correlation between the
true probability that Ys; is equal to 1, given the x; vector, and that from
the double index and probit models. The correlation between the probit
probability and the true probability over the 500 replications was .726 with
a standard deviation of .018. In contrast, the correlation between the true
probability and that from the estimated double index model was .907 with
a standard deviation of .010. In a more detailed comparison of probability
functions, in Tables la-b we report the predicted probabilities for each of 5
quantiles.” These tables not only highlight the superior performance of the
double index model, relative to the probit model, but also suggest that the
estimator is performing very well in estimating the predicted probability.

Using the first step estimates we now employ these implied probabilities
which we employ as an instrument for Y,; in estimating the second equa-
tion. In Table 2 we report the second step IV and OLS estimates for the
Y] equation. We report the estimates for each of the second step variables

8Write the transformed matrix of index coefficients as:

]

9In constructing this table, probabilities were sorted on the basis of the calculated true
probabilities in each sample. Then, for the first N/5 observations, average probabilities
were calculated for the true probabilities, probit probabilities, and double index proba-
bilities. These average probabilities were then averaged over replications (with minimal
monte-carlo sampling error). Similar calculations were made for the each of the other
reported quantiles.
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as each contributes differently in the heteroscedasticity index. When the
semiparametric probability function is employed as an instrument, we refer
to the resulting estimator as SPIV.

Column 1 reports the average value of the OLS estimates from the second
step. Recall that the true value for each coefficient is 1. Each of the coeffi-
cients for the exogenous variables displays a level of bias in the range of 3.3 to
8.7 percent. The standard errors for the estimates, given below the estimates
in parentheses, indicates the degree of precision of the estimates. We report
these for comparison sake with the adjusted coefficients which follow. The
average estimate for the intercept is 1.205 revealing that the bias is greatly
influencing this coefficient. Finally, focus on the estimate of the treatment
effect. The average OLS point estimate is .590 which reflects a bias in excess
of 40 percent. Clearly the design employed is generating a substantial degree
of endogeneity.

In Column 2 we present the estimates in which we employ arbitrary func-
tions of the explanatory variables as instruments. These included quadratic
and cubic terms and all interactions between the variables, including the lin-
ear terms. Throughout, we use all of the variables in this available set. Col-
umn 2 indicates that this IV procedure reduces the bias on the coefficients
on the exogenous variables and the intercept. The bias for the estimated
treatment effect, however, is still on the order of 12.2 percent although this
represents a marked improvement over the OLS eliminates.

Column 3 presents the estimates from the SPIV procedure. For each
of the parameters on the exogenous variables there is a large reduction in
the bias in comparison to the OLS estimates. The procedure is successfully
eliminating the bias from the endogeneity of the treatment effect. This is
also true for the treatment effect itself which now only displays 2 percent
bias. Note, importantly, that the standard deviation for the treatment effect
is smaller for this estimator than that shown in Column 2.

We now repeat the same exercises after increasing the sample size to 2000.
The first step estimates are now 1.986 and -.988 with standard deviations of
.241 and .249 respectively. Thus the estimates continue to be very accurate
and we also see a large decrease in the level of variability. Once again we
compute the correlations described above and we now find that the probit
estimate is .727, with a standard deviation of .013, while the correlation
between the truth and the probability from the estimated double index model
is .915 with a standard deviation of .007. In the lower panel of Table 1 we
report the quantiles for the various probabilities. Again the double index
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model not only dominates the probit model, but also produces an excellent
performance in absolute terms.

We now focus on the estimation of the binary treatment model and this
is reported in Table 2b. The SPIV estimator formulated here continues to
dominate the alternative estimators. The estimator using the higher orders
and the cross products of the x’s continues to eliminate some of the bias
but even doubling the sample size has not produced a notable decrease in
the degree of bias. Once again, the SPIV estimator is remarkably accurate
with the estimates seemingly unbiased for all coefficients. Perhaps the most
remarkable feature of Table 2b is the increase in efficiency for this estimator
as it now displays a standard deviation significantly lower than that for the
alternative IV procedure.’

Turn now to the single-index data generating process noting that with
constant 5, the binary response model becomes a probit model. However,
suppose that the single index restriction is not imposed and that we continue
to estimate the binary response in double index form. For this purpose, it
is expositionally convenient to rewrite the model in an equivalent but more
revealing form. Letting C and A be appropriately dimensioned nonsingu-
lar matrices, return to the original parameterization and write the binary
response as:

a0 51

EYyulX)) = E| Yy | [Xu, Xoiy Xz]CC™H | ag By | A
Q30 53
1

= E( Y ’ [Xm Xoi, XBi] to ), 0o = 0420/0410

CY30/Oé10

The first characterization is the double-index form, while the second follows
from a single index restriction under a conventional normalization . With

N ~ ~ !/
0= [1, 0-, 93} obtained by imposing the single index restriction (e.g. as in

10 It may be possible to improve this alternative IV procedure by developing a

method for selecting the degree of the approximating polynomial. We have not pursued
this strategy here primarily because the semiparametric probability function is of direct
interest and secondly because this probability function is an optimal instrument.
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Klein and Spady, 1993), define the non-singular matrix C' as

1 00
C=160, 10
63 0 1

Notice that the transformed variables are given as:
XC = [Xik, X27 X3],

where X7 = X 0 is the estimated index under a single index restriction.
The transformed parameters corresponding to the above transformed vari-
ables are given as:

10 51 Oqo ﬁ;
CHl s By |A=| aby 55 | A
asg 3 azy 3

With 7 not identified, consider the set of f; values such that the upper
block of the transformed parameter matrix is non-singular and, as earlier,
set: A as the inverse of this block.. The following double-index form now
follows::

1 0
EYyulX;|=FE Yy | [XT Xaiy, Xai] | 01
Mo 15

When the model is generated by a single index, 7, = 0 is identified.

However, once we condition on the single index, X7, any additional "infor-
mation" is irrelevant. Namely:

EYy|Xi] = E Yol X7,] = B [Yai| X35, (Xos + Xains)]

for all 5. As a result, while the above expectation (probability) is identi-
fied, n3 is not identified. Consequently, when the binary response equation
is estimated in double-index form, we expect the estimator for 7, to be
close to zero and the estimator for n; to have a "large" variance. For N =
1000 observations, Table 3 provides results when the binary response model
is estimated in both single and double index forms. Under the single index
constraint, the estimated coefficients have small biases and low variances.
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Furthermore, the distribution of the estimator is such that the mean compo-
nents are close to the corresponding medians. In contrast, the bottom portion
of this table provides results when the model is estimated in double-index
form. On average, the estimator for 1}, (.055) is small as one would expect.
The corresponding standard error of .65 is relatively large, which is mislead-
ing as there were a small number of very large outliers. Notice that the
median of the estimator (.0003) is much smaller than the mean and is con-
sistent with the true value for the coefficient being 0. The other parameter
is not identified, as is reflected in an extremely large sampling variance.

Table 4 provides results for sample size equal to 2000. Other than there
being less of an outlier issue, these results are similar to those above. Namely,
as one would expect the estimator for the identified parameter is close to
0 and is much more precisely estimated than when the sample size is 1000.
Note that the smaller standard error is due largely to a much better estimated
binary response probability. The sampling variance for the unidentified
parameter is relatively large.

Turning to the outcomes equation, shown in Table 5, the results are as
expected. Note that the estimated probability function converges (pointwise
and uniformly) slowly to the truth in double-index form. As a result, and not
surprisingly, there is only a slight advantage to the SPIV estimator over the
IV estimator. As found earlier, the bias for the OLS estimator is substantial,
ranging up to almost 50% for the treatment effect. At the larger sample size
(N = 2000), the semiparametric probability is better estimated, which is
reflected in a noticeable improvement of SPIV over IV. In particular, the
standard error for the estimated treatment effect is approximately 20% lower
for the SPIV estimator relative to the IV estimator.

It is also instructive to compare the above results across designs in the
case of the outcomes equation. When a double index really generates the
data, the SPIV estimator has small biases and standard errors. However,
now turn to the case where the model is still estimated in double index form,
but where a single index actually generates the data. In this case, the biases
and standard errors are noticeably larger.

6 Empirical Example

We now employ the estimators formulated here to study two questions of in-
terest. There is a large recent literature on the effect of attendance at private
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schools on educational attainment and subsequent labor market performance
(for recent examples see Evans and Schwab 1995, Neal 1997 and Vella 1999).
This has become an increasingly well studied area due to the common finding
that attending private and catholic schools increases the number of years of
school acquired and the level of post schooling qualifications. Unlike previ-
ous papers which examine the effect of catholic schools on education , we
examine the effect of attending a government or state financed school. We
begin first by estimating the marginal effects of particular variables on the
probability of attendance at a government financed school. This allows us to
identify the determinants of the school choice while allowing for general forms
of heteroscedasticity and without making distributional assumptions. Sec-
ond, we examine the impact of attendance at a government financed school
on educational attainment. The issue of endogeneity of school type and ed-
ucation level needs little motivation. Schooling represents a form of human
capital investment and the investment can differ in terms of duration and
quality. However, as both decisions reflect human capital investments, albeit
on different margins, each should be influenced by similar factors. As the
unobservable factors are likely to be similar this highlights the endogeneity.
Moreover, as both decisions are likely to be influenced by the same observ-
able factors the absence of reasonable exclusion restrictions is immediately
apparent. Despite the simultaneity the triangular structure is reasonable as
the school type is chosen first and then the number of years follows from the
individual’s schooling success and the cost of the investment.

We employ data from the Australian Longitudinal Survey for 1985. The
data comprises 5353 observations on youth who have completed their school-
ing. The binary response variable is the school type of the individual which
we denote as Govt and which is a binary indicator function indicating that
the individual attended a government run high school. The mean of this
variable is .808. The outcome variable is the number of years of schooling
which has a mean of 11.639. The model is the following

Schooling = «, + ay x Age + s * Australian Born + ag x Both Parents (10)
Present in Household at Age 14 + ay x Mother with Degree +
as x Father with Degree 4+ ag * Stblings +
oy * Roman Catholic + ag * Male + og * Attitudes +

aqo * Govt + u
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- 1: I >
Govt = {0: Otherwise (11)

I = B,+ By % Age + By x Australian Born + 35 x Both Parents
Present in Household at Age 14 + [, Mother with Degree +
Bs x Father with Degree + (4 * Siblings+
B * Roman Catholic + Bg x Male +
Bg * Attitudes.

The explanatory variables are those one would expect to influence hu-
man capital investment. With three exceptions the variables are indicator
functions. For these indicator functions the variable name reflects what it
measures. The variable Age is measured in years and Siblings denotes the
number of siblings in the family. The one explanatory variable which requires
some explanation is Attitudes. This variable is constructed from each indi-
vidual’s responses to a series of questions which aim to elicit the individual’s
view of the roles of females in the labor market. Vella (1994) investigates the
role of this variable in the human capital investment for Australian youth
and concludes that the variable captures family forces which influence edu-
cational attainment. An important issue in that study, which is equally of
relevance here, is whether this variable can be treated as exogenous to human
capital investment. While Vella (1994) starts with the conjecture that the
attitudes variable is endogenous to human capital investment, that study is
unable to provide any evidence that the attitudes variable is endogenous to
schooling. Employing the same data set, we proceed on the assumption that
the Attitudes is exogenous. The variable takes discrete values from 5 to 35,
where a low score reflects a very traditional role for females while a higher
score reflects an attitude of gender equality. We treat this variable and age
as continuous for identification purposes..

Before focussing on the estimates, it is useful to consider why the school-
ing choice equation might exhibit heteroscedasticity. Many of the explana-
tory variables are indicator functions and their inclusion is meant to capture
their average effect on the schooling choice. However, the direction, and
magnitude, of these effects might be expected to vary across individuals.
For example, consider the indicator function capturing that the individual
is Australian Born. This captures the contrast with non Australian born
individuals and for many reasons one might expect that there may be a dif-
ference across groups. However, just as it is likely that those comprising the
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Australian born are very different in various ways, such as family attitudes
towards education and scholastic abilities, it also true that those comprising
the non Australian born are also heterogeneous. Accordingly, while the in-
clusion of the indicator function captures the mean difference across the two
groups there is likely to be a large variance in the effect depending on which
individuals from the respective groups are compared. Moreover, this differ-
ence may not be correlated with the other explanatory variables and thus
it is not easily taken into account. The same type of argument is true for
many of the other explanatory variables. Allowing the explanatory variables
to effect the variance is an attempt to more accurately capture this affect.

We begin by estimating the schooling type decision. In column 1 of Table
6 we present the estimated parameters obtained by probit. In columns 2 and
3 of Table 6 we report the estimates from estimating the double index binary
choice model. The standard error for each estimate is shown in parentheses
under the estimate. Recall that we are able to transform the model to an
equivalent one under a nonsingular linear transformation so as to induce
exclusion restrictions for purposes of estimating probabilities. Further, we
obtain an equivalent model by normalizing the constant term to zero and
one of the coefficients in each index to one. In view of these normalizations,
it is difficult to interpret the coefficients other than to note that many of the
variables have a statistically significant impact. Accordingly, we perform the
following exercise using both parametric and semi-parametric models. We
use the estimates to evaluate the probability of each individual attending a
government school with and without each of the characteristics. We then,
with the exception of age, the attitudes variable and the number of siblings,
compute the average effect of each individual acquiring the characteristic. For
age and attitudes variables, evaluate the impact of a one standard deviation
change while for siblings we increase the variable by one. These are all
reported in Table 7. Without exception, the partial effect for each of the
variables have the same sign across estimation procedures. Perhaps the most
striking difference across the two procedures is the magnitude of the effect of
the variable denoting that the individual is Catholic. In the probit model the
estimated effect is over 50 percentage points while for the double index model
the effect is around 33 percentage points. Thus, while overall the partial
effects are quite similar across models the large difference in the Catholic
effect illustrates the value of the double index approach.

While there are some important differences between the estimated mar-
ginal effects from the probit and double index model, it is valuable to test
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the probit model of Government school attendance for the presence of het-
eroscedasticity and non-normality by employing the conditional moment tests
outlined in Pagan and Vella (1989). The tests are implemented via artificial
regressions whereby one regresses the product of the generalized residual and
the single index from the probit model with the explanatory variable poten-
tially causing the heteroscedasticity against the scores from the probit model
and intercept. The test against the null of no heteroscedasticity is a t-test
on the null that the intercept is equal to zero. We conducted this test for
each of the variables which appear in the conditional mean of the Gout equa-
tion and report the results in Table 8. The tests indicated the presence of
heteroscedasticity operating through several of the variables. More precisely
there was a rejection at the 5 percent level for the Age, Aust and Both Par-
ents Present variables and Attitudes at the 10 percent level. Moreover, the
test for the imposed distributional assumptions strongly rejected normality.
Note that the presence of both forms of misspecification makes it difficult
to fully understand the cause of the rejections. Nevertheless, the evidence
suggests that heteroscedasticity is present.

We now examine how the presence of heteroscedasticity can help detect
the effect of exogenous effect of attendance at a government high school. Be-
fore we do so, we report the OLS estimates and also employ two alternative
approaches for accounting for the simultaneity. In Column 1 of Table 9 we
report the ordinary least squares (OLS) estimates of equation (10). They in-
dicate that attending a Government schooling appears to decrease the years
of educational investment by .559 years. The standard error is small indicat-
ing the effect is relatively precisely estimated. This effect is not particularly
large given the large premium associated with attending a private institu-
tion when at high school. For example, in this sample only 47.8 percent of
the individuals attending government schools obtained at least twelve years
of schooling in comparison to 68.3 percent of the non-government students.
Also, while only 2.9 percent of government students obtained a college degree
the corresponding number for the non-government students is 7.3 percent.
The remaining coefficients are also generally statistically significantly differ-
ent from zero and are all of a reasonable magnitude although it is difficult
to have strong expectations. The variables capturing the presence of both
parents in the household and the level of each parent’s education capture the
effect of role models as well as higher incomes. The variable reflecting the
number of siblings has the expected negative sign and is reasonable in mag-
nitude. As found in Vella (1994) the Attitudes variable has a strong positive
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effect on years of education acquired.

From above, the OLS estimated impact of attending a Government school
appears to be too small. Accordingly, we are motivated to consider a model
that incorporates the schooling decision, and does so in a general specifica-
tion. However, first we employ two procedures which do not directly exploit
the heteroscedasticity. First we perform IV by using the predicted probabil-
ity from the probit model as an instrument for the Government indicator.
The second is to include the Inverse Mills ratio, from this parametric esti-
mation of the Government equation, as an additional regressor in the years
of education equation. Note that the first of these estimates is consistent in
the absence of normality while the latter is not. To implement these proce-
dures, it is necessary to employ the probability that the individual attends a
government school from the estimates are reported in Column 1 of Table 6.

The second column of Table 9 presents the estimates of the education
equation when we conduct IV by instrumenting the Govt dummy with the
predicted probabilities from the probit model. As the same variables appear
in the Gout equation and the schooling equation the model is identified from
the non-linear mapping from the explanatory variables. In general the coef-
ficients are similar to those in column 1 although there is a difference with
respect to the school and religion variables. The coefficient on the attendance
at a government school variable is now unreasonable in that it indicates those
who attend a government school, ceteris paribus, will obtain only .05 years of
education less than those at private schools. This is in complete contrast to
the conventional understanding of the affect of attendance at state financed
schools. Note, however, that this coefficient is not statistically different from
zero at the 10 percent significance level. When we adopt the plug in version
of this model we obtain an estimate of the government school effect of -.071
with a standard error of .891.

In Column 3 we report the alternative procedure whereby one includes
the inverse mills ratio from the model in Column 1 of Table 6 as an additional
regressor in the education equation. These results are generally reasonable
in magnitude, in that they are similar to the OLS estimates, although the
government variable’s coefficient is now less than half the OLS estimate in
absolute terms. However, the coefficient on this variable is very imprecisely
estimated.!! Overall the evidence in Columns 2 and 3 confirms our suspicion

INote that the standard errors for this column are underestimated as they have not
been corrected to account for the estimation of the inverse mills ratio.
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that there appears to be inadequate non-linearity in the transformations
performed to enable accurate estimation of the model. Also note that as the
t-statistic associated with the inverse mills ratio is low there is no evidence to
support the conjecture that school type is endogenous to years of education.
One suspects that the test has relatively low power given the inaccurate
manner in which the parameters are estimated and the associated collinearity.

In the fourth column of Table 9 we report the estimates from the schooling
equation when we instrument the Gout variable with the estimated proba-
bility from the semi-parametric binary choice model. The estimates are gen-
erally similar to those in the first column. The most striking change is the
increase in the magnitude of the Gouvt school coefficient which now indicates
that the effect is .99 years and is statistically significantly different from zero
at the 10 percent level. This estimate seems far more reasonable given the
educational behavior of those attending non-government schools. In order to
explore the role of the double index structure in this result we also estimate
the model where we first semi parametrically estimated the probability to
employ as an instrument via the single index approach of Klein and Spady
(1993). For this approach we found that the point estimate for the Gout
coefficient was -.852 with a large standard error of .723. While the point
estimate is similar to the double index approach, the increased identifying
power of the double index model provides a different conclusion regarding
whether the effect is statistically different from zero at conventional levels of
testing.

Finally we explore the possibility that the treatment effect is not constant.
To this end, denote X; : 1zK as the i*" observation on the K exogenous
variables. Let the treatment variable enter as: Gout; * [¢, + X;0,]. In this
form, the Govt variable interacts with the individual’s characteristics. We
estimated the resulting model by IV, where we used the predicted probability
from our double index model interacted with the individual’s characteristics
as instruments for these interaction variables. To examine overall whether
or not there is a treatment effect, we considered a Wald test for the joint
null hypothesis: ¢, = 0 and 6, = 0. With a P-value of .0058, we reject the
null hypothesis at conventional significance levels. We also calculated the
average treatment effect (at the mean values of the X/s) to be -2.975 with
an associated standard error of 1.162. Accordingly, there would seem to be a
treatment effect whose magnitude is much larger than the average OLS effect
previously reported. Not surprisingly given the above results, we also reject
the null hypothesis of a constant treatment effect (6, = 0) with an associated
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P-value of .0114. 2

7 Conclusions

The primary objective of this paper is to develop a semiparametric estimator
for the binary choice model under the presence of heteroscedasticity. To do
so we present a double index model where the indices capture the conditional
mean and conditional variance respectively. We then estimate the parameters
by maximizing a quasi likelihood function that depends on these two indices.
We note that this procedure that is applicable for any discrete choice models
which is a function of two indices. We also highlight that in providing the
asymptotic properties of our procedure we develop a theoretical argument
which justifies the use of local smoothing as bias reducing device in discrete
choice models with a double index structure.

The interest in binary response models often follows from the appearance
of the response as an endogenous explanatory variable of some interest in
an other equation. An additional difficulty is that it is frequently difficult
to identify variables which determine the response but which do not enter
directly into equation in which the response appears as a regressor. We
illustrate how the presence of heteroscedasticity in the model can provide
identification in such models in such instances. Using the predicted prob-
ability from the binary response model as an instrument for the treatment
variable, we show that one can consistently estimate the treatment effect. We
show that the estimators for both models are consistent and asymptotically
(v/N) distributed as normal. We provide simulation evidence that illustrates
that both procedures formulated here work well even in the case where the
same variables are driving the conditional means and variances of both the
treatment and outcome equations.

In an empirical investigation we illustrate the utility of both of our pro-
posed estimators. In the first step we examine the determinants of the proba-
bility to undertake education at a Government financed school. In the second
step we use this probability as an instrument to estimate the impact of at-
tending such a school on the level of education. The evidence suggests that
the estimated first step probability is quite different than that generated by

12While several of the individual interactions were significant, a number were not. Thus,
it would seem reasonable, but beyond the scope of this paper, to further explore variable
treatment effects.
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a probit model assuming homoskedasticity. The second step estimates are
suggestive that the heteroscedasticity in the schooling choice equation may
be an effective means of identifying the effect of the school type on level of
schooling.

33



References

1]

2]

[10]

[11]

[12]

Abramson, 1.S. (1982): “Bandwidth Variation in Kernel Estimates- A
Square Root Law,” The Annals of Statistics, 10, 1217-1223.

Amemiya, T. (1975): “The Nonlinear Limited-Information Maximum-
Likelihood Estimator and the Modified Nonlinear Two-Stage Least-
Squares Estimator,” Journal of Econometrics, 3, 375-386.

Chamberlain, G. (1986): “Asymptotic Efficiency in Semi-Parametric
Models with Censoring,” Journal of Econometrics, 32, 189-218.

Chen, S., and S.Khan (2003): “Rates of Convergence for Estimating
Regression Coefficients in Heteroscedastic Discrete Response Models,"
Journal of Econometrics, 117, 245-278.

Dagenais, M., and D.Dagenais (1997): “Higher Moment Estimators for
Linear Regression Models with Errors in Variables,” Journal of Econo-
metrics, 76 (1-2), 193-222.

Donald, S., and W.Newey (2001):“Choosing the Number of Instru-
ments,” Econometrica, 69, 1161-1191.

Evans, W., and R.Schwab (1995): “Finishing High School and Starting
College: Do Catholic Schools Make a Difference?” Quarterly Journal
Of Economics, 60, 941-74.

Fukunaga, K. (1972): Introduction to Statistical Pattern Recognition,
New York Academic Press.

Heckman, J.J. (1978): “Dummy Endogenous Variables in a Simultane-
ous Equation System,” Econometrica, 46, 931-959.

(1979): “Sample Selection Bias as a Specification Error,” Econo-
metrica, 47, 153-161.

Horowitz, J.L. (1992): ” A Smoothed Maximum Score Estimator for the
Binary Response Model, Econometrica, 60, 505-531.

Ichimura, H, (1993): “Semiparametric least squares (SLS) and weighted
SLS estimation of single index models” Journal of Econometrics, 58,
71-120.

34



[13]

[14]

[15]

[16]

[17]

[18]

[19]

Ichimura, H., and L.F.Lee (1991): “Semiparametric least squares (SLS)
and weighted SLS estimation of multiple index models: Single equation
estimation,” in Nonparametric and Semiparametric Methods in Econo-
metrics and Statistics, ed. W.Barnett, J.Powell and G.Tauchen, Cam-
bridge University Press.

Klein, R, (1993): “Specification Tests for Binary Choice Models Based
on Index Quantiles,” Journal of Econometrics, 59, 343-375.

Klein, R. and R. Spady (1993): “An Efficient Semiparametric Estimator
for the Binary Response Model,” Econometrica, 61, 387-421.

Klein, R. and F.Vella (2006): “Estimating a Class of Triangular Simulta-
neous Equations Models Without Exclusion Restrictions” unpublished
manuscript.

Kordas, G. (2000). ""Smoothed Binary Regression Quantiles," forth-
coming Journal of Applied Econometrics.

Lee, L.F. (1995): “Semi-Parametric Estimation of Polychotomous and
Sequential Choice Models”, Journal of Econometrics, 65, 381-428.

Lewbel, A. (1997): “Constructing Instruments for Regressions with
Measurement Error when No Additional Data are Available, With an
Application to Patents and R&D,” Econometrica, 65, 1201-1213.

Lewbel, A. (2004): “Identification of Heteroskedastic Endogenous Mod-
els or Mismeasured Regressor Models,” unpublished manuscript.

Manski, C. (1975): “Maximum Score Estimation of the Stochastic Util-
ity Model of Choice,” Journal of Econometrics, 3, 205-228.

Manski, C. (1985): “Semiparametric Analysis of Discrete Response: As-
ymptotic Properties of Maximum Score Estimation,” Journal of Econo-
metrics, 27, 313-334.

Newey, W. and D. McFadden (1994): "Large Sample Estimation and
Hypothesis Testing," Handbook of Econometrics, v. 4, Chapter 36, Am-
sterdam, North Holland.

Neal, D. (1997): “The Effects of Catholic Secondary Schooling on Edu-
cational Attainment,” Journal of Labor Economics, 15, 98-123.

35



[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

Pagan, A. and F.Vella (1989): “Diagnostic Tests for Models Based on
Unit Record Data: A Survey” Journal of Applied Econometrics, 4, S29-
S60.

Pakes, A. and D. Pollard (1989): “Simulation and the Asymptotics of
Optimization Estimators,” FEconometrica, 57, 1027-1058.

Powell, J., Stock,J., and T. Stoker (1989): “Semiparametric Estimation
of Weighted Average Derivatives,” Econometrica, 57, 1403-1430.

Rigobon, R, (2003): “Identification through heteroscedasticity” Review
of Economics and Statistics, 85, T77-792.

Rummery, S., F.Vella and M.Verbeek (1999): “Estimating the Returns
to Education for Australian Youth via Rank-Order Instrumental Vari-
ables,” Labour Economics, 6, 491-507.

Serfling, R.S. (1980) : Approximation Theorems of Mathematical Statis-
tics. New York; Wiley.

Silverman, P. (1986): Density FEstimation. New York; Chapman and
Hall.

Vella, F. (1994), “Gender Roles and Human Capital Investment: The
Relationship between Traditional Attitudes and Female Labor Market
Performance,” Economica, 61, 191-211.

Vella, F. (1999), “Do Catholic Schools make a Difference? Evidence
from Australia,” Journal of Human Resources, 34, 208-224.

Vella, F. and M.Verbeek (1997): "Rank Order as an Instrumental Vari-
able" unpublished manuscript.

36



Table 1a: Probability Quantiles, N=1000

True Probit Double Index

499 449 449
593 .549 D78
.693 .626 683
790 .690 75
874 701 815

Table 1b: Probability Quantiles, N=2000

True Probit Double Index

500 500 500
593 530 580
.694 .626 .686
791 .690 779
875 700 822
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Table 2a: Simulation Results, N = 1000

Variable
Intercept

T
X2
€3

Y,

OLS
1.205
(.063)
1.087
(.051)
1.061
(.051)
1.033
(.046)
590
(.097)

IV
1.061
(.150)
1.024
(.074)
1.016
(.062)
1.010
(.047)
878

(.289)

SPIV
1.010
(.125)
1.003
(.071)
1.004
(.063)
1.004
(.050)
1980
(.233)

Table 2b: Simulation Results, N = 2000

Variable
Intercept

T
X2

X3

OLS

1.206
(.046)
1.088
(.036)
1.057
(.035)
1.032

(.033)
0.592

(.061)
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IV
1.047
(.111)
1.019
(.055)
1.011
(.046)
1.008
(.034)
908

(.219)

SPIV
1.009
(.088)
1.003
(.050)
1.001
(.045)
1.003
(.036)
987
(.168)



Table 3: Single-Index Binary Response
N = 1000
Single Index Constraint

Coef. True Avg (B) Med (B)

X, 1 — —
6636

X2 23 (o 0653
3262

Xy 13 (yeg) 0278

Double Index Constraint

I1 12

Coef True Avg (B) Med <B) Coef True Avg (B) Med (B)

X: o1 —— —— X: 0 —— ——

X, 0 —— —— X, 1 —— ——
0551 —12.2801

Xy 0 gy 0008 X -= 1456
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Table 4: Single-Index Binary Response
N = 2000
Single Index Constraint

Coef. True Auvg (B) Med (B)

X, 1 —— ——
6630

X 2/3 gy 601
3315

Xy 13 (og5) 529

Double Index Constraint

I1 12

Coef True Avg (B) Med <B) Coef True Awvg (B)

0424

X o1 —— —— X: 0 —
X, 0 —— — X, 1 ——

—0.0026 -
Xs 0 gz 006 X3 ——
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Table 5: Outcomes Equation
Single Index Treatment, Double Index Constraint

N = 1000
OLS v SPIV
Intercept 12362 10393 10410
(.0657)  (.2008)  (.1833)
1.1344  1.0123  1.0242
= (.0508)  .1223  (.1164)
1.0859  1.0125  1.0201
2 (.0525)  .0949  (.0972)
1.0474  1.0108  1.0120
3 0436 0543 (.0604)
v 5206 1.0393  .9203
2 1166 3954 (.3594)

N = 2000
OLS v SPIV
Intercept 12342 10208 10427
(.0443)  (.1520)  (.1217)
1.1332  1.018  1.0259
“ (.0347)  (.0927)  (.0793)
1.0879  1.0116  1.0208
2 (.0303)  (.0725)  (.0656)
1.0495  1.0112  1.0149
i (.0299)  (.0418)  (.0405)
v, 5352 9439 9176

(5351)  (.3018)  (.2397)
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Table 6: Determinants of Attending a Government School

PROBIT S-P S-P
Govt School Govt School Govt School
Constant 2.726
(.232)
Age -0.017 1
(.008)
Attitudes -0.022 1
(.005)
Both Parents -0.094 -0.294 1.382
(.064) (0.423) (0.831)
Mother /Degree -0.583 5.662 -2.451
(.101) ( 1.455) (3.039)
Father/Degree -0.549 0.865 -0.345
(.078) (0.241) (0.511)
Siblings 0.020 0.165 -0.721
(.011) (0.248) (0.496)
Roman Cath -1.270 3.567 -2.339
(.044) (0.879) (2.021)
Males -0.032 2.961 -6.320
(.045) (1.702) (3.750)
Aust -0.296 -0.740 2.697
(.074) ( 0.810) (1.518)

42



Table 7: Partial Effects

PROBIT S-P
Age -.010 -.007
Attitudes -.034 -.027
Both Parents -.059 -.052

Mother/Degree  -.150  -.162

Father /Degree -.164  -.099
Siblings .004 .002
Roman Cath -.930 -.326
Male -.009 -.020
Aust -.020 -.084

Table 8: Test Values for Heteroscedasticity

Variable Test Value
Age 2.160
Aust 3.801
Both Parents Present 3.313
Mother with Degree 1.398
Father with Degree 0.365
Siblings 0.100
Roman Catholic 1.288
Male 0.820
Attitudes 1.695
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Table 9: The Impact of Government School Attendance on Years of Education

OLS IV CF SPIV
School School School School

Constant 6.025 5.408 5.597 6.897
(0.238)  (0.795) (0.578) (0.729)

Age 0.193 0.195 0.195 0.171
(0.008) (0.009) (0.008) (0.009)

Aust 0.030 0.063 0.053 0.002

(0.069) (0.081) (0.075) (0.083)

Both Parents 0.294 0.306 0.303 0.310
(0.062) (0.064) (0.063) (0.070)

Mother/Degree  0.283 0.365 0.340 0.240
(0.119) (0.156) (0.138) (0.162)

Father/Degree  0.659 0.734 0.711 0.600
(0.090) (0.128) (0.110) (0.129)

Siblings -0.117  -0.118  -0.118  -0.120
(0.011) (0.011) (0.011) (0.012)

Roman Cath  -0.045 0.129 0.075  -0.202
(0.052) (0.220) (0.158) (0.213)

Male 0.215 0.218 0.218 0.236
(0.045) (0.045) (0.045) (0.048)
Attitudes 0.081 0.084 0.083 0.082
(0.005) (0.005) (0.005) (0.006)
Gout -0.559  -0.050 -.206 -0.986
(0.062)  (.626) (.439)  (0.591)
Mills Ratio -.200
(.247)
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8 Appendix

The Appendix is organized into two subsections, with the first stating and
proving all intermediate lemmas that we require to establish the asymptotic
properties of the estimators. The second subsection employs these lemmas
to prove the main results in the paper.

8.1 Intermediate Results

From (D1-D7) of the Assumptions and Definitions section, recall that f; (e)
estimates Pr(Y; = 1)gi(w), where g;(w) is the density for W conditioned
on Yy = 1. Similarly, fo(e) estimates Pr(Yy = 0)go(w), where go(w) is
the density for W conditioned on Y = 0. Throughout, all lemmas ap-
ply to both fl (e) and fo (e). Accordingly, for notational convenience, we
will simply write f () to refer to either of these estimators. In so do-
ing, we will refer to the local smoothing parameters as A\ without sub-
scripting. Throughout, we will write V’f] f to mean the k' partial deriv-
ative of f with respect to n, with Vg f = f. Finally, in terms of nota-
tion, denote X, and X, as the vectors of continuous and discrete variables
respectively, with realizations z. eX, and x4 eX;. With X, as the subset
of X. on which 7, = 1 (see D6 ), define &} = {z:x.eXq, xqeXy}.
Recalling that w = [x1 + x3n31, T2+ x3n5] = [w1(n),wa (n)], let Xy =
{z: w, <wg(n) <wg, k=1,2}.Finally,let A={z: 2z e X UA,}. All uni-
form results will be on A, and, when appropriate, the compact parameter
space. Though not stated explicitly, for all of the results below, we employ
all assumptions in (A1-6) and (D1-7).

The estimated conditional densities above depend on the sample covari-
ance matrix for W. As W depends on the index parameters, 7, we denote
this covariance matrix as 3 () . With X (1) as the uniform (in 1) probability
limit of ¥ (1), Lemma 1 below will enable us to treat this estimated matrix
as if it were known.

Lemma 1: Denote f <w; 5 (n)) as the estimator defined in (D1-3) and
denote f (w; ¥ (1)) as the corresponding estimator with (1)) replacing 3 (7)) .
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Define j/’; (e) analogously. Then:

sup | VA7 (w55 (n)) = ViF (@5 ()| = 0, (V1) k=0,1,2

n’f

where uniformity is over the sets described above.

Proof of Lemma 1: From a Taylor series expansion:

‘Vf,f (w;i(n)> — Vi (W;E(n))( < sup

777x

Vsz]f (w; )y (n)) ‘ sup

n

SIOEDIGIE

Since f converges to f even under an inconsistent estimator for 3, it can be
shown that the first term above is o, (1) . As the second term is O, (N~'/2),
the result follows.

Employing Lemma 1, we will proceed with X (1) replacing ¥ (1) through-
out. To simplify the argument further, it is also convenient to replace all es-
timated components in local smoothing parameters with their expectations.
From (D2-3) estimated smoothing parameters are given as:

~

A = [dﬂj + (1 . ch) /Ln(N)] o (3,),

where 4, = [;/m] and d is the smoothed indicator:

N = [3,d+ (1=d) /Ln(N)] 2 =X (3,).

Write f <2D; 5\> as the estimator of f at w = zn and let f (@; 5\) be the

corresponding estimator with A replacing A. In the next three lemmas, we
examine convergence rates under multi-stage local smoothing. For estimated
densities and first derivatives Lemmas 2A — B provide the required interme-
diate results needed to establish convergence rates in the third stage of local
smoothing (Lemma 2C). Throughout, w = Zn.
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Lemma 2A: Stage 1 (No local smoothing). Let A; =1 Then, for
Ze A nina compact set, and k =0,1,2:

)

b)

p|VEf @1, ) — EVES (w51, 1) ‘_ (1/ [NY2h5+2])

x7’,7

§F (@1, 1) = Vif (@) = O, (

Proof of Lemma 2A: Standard bias and uniform convergence results
provide the proof (see Klein and Spady(1993)).

Employing the above results without local smoothing, Lemma 2B
below examines convergence rates in which local smoothing is based on the
density estimator in Lemma 2A.

Lemma 2B: Stage 2 (Local Smoothing). Let Ay, = A <f (w; hq, 1)> :

Ay = A <E [f(w;hl,l)D ,and h; = O(N™"), i = 1,2. Assuming r < ry,
for k=0,1,2:

a) : sup V’;f (E; 5\2, hg) — V’f]f (E; Xg,hQ) =0, (1/ [N1/2h’2f+2D
z,m

b) : sup ng (@; Ao, hg) — EVZ;]E (E; Ao, hz) =0, (1/ [N1/2h’2f+2])
z,m

¢) :  sup|EVEF (@5 A, ha) — ‘ =0, (h2h2).
zm

Proof of Lemma 2B. Employing a Taylor series approximation, the
proof for (a) follows from the uniform convergence rate of Xoi t0 Ao; (Klein
and Spady, 1993, Lemma 1) and the window condition: r; < ry. The proof for
(b) is essentially the same as that for (a). To establish (c), write (employing
a dominance condition to differentiate under an integral):

E (vj; f(m;2,h2,5\2)) — V'E ( f(w;z,hzjg)) = VA,

where the second expectation is taken with respect to the density for w.
Taylor expand Ay in hy about hy = 0 and use the symmetry in K about 0
to obtain: R R

Ay = VER2 [02 - 02] + VERICy + HiCy.
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Here, Cy % O, where Cy contains terms (densities and density derivatives)
that would follow from a Taylor series expansion using local smoothing pa-
rameters based on true densities.!> For the first term in A,, it consists of
estimated densities and density derivatives. From the rate at which the
expectation of an estimator (density or higher order derivatives) converges
to the truth:

h2 [éz - (72] =0, [h2h3] .

From Abramson and Silverman, the second term vanishes as Co = 0. The
argument now follows because in the final term: h2Cy = o, (h?) ."* Referring
to (D2-4), Cy = O (N**), where a = .01 is a local smoothing parameter.
Under assumptions on smoothing parameters, the final term is of smaller
order than the first, which completes the argument.

Lemma 2C: Stage 3 (Local Smoothing). Let A3 = \ (f (w; s, hg))
and h; = O(N"), ¢ = 1,2,3. With r; > 0, assume r; < 75 and that
479 < r3. With Xy given as above, define A3 = A (f (w;j\g ,h2)>.

3Local smoothing parameters employ separate trimming to keep local smoothing pa-
rameters from becoming smaller than O, (1/Ln(N)). In taking a Taylor series expansion
about hy = 0, derivatives of Local-smoothing trimming will appear. However, with den-
sities evaluated at a "target" point for which they are bounded from below by ¢ > 0, then
such derivatives will vanish exponentially (and can therefore be ignored). This deriva-
tive can not be ignored in the final term of such an expansion as it is evaluated at an
intermediate point.

A typical term of (4 depends on the integral of the product of a term involving the
inverse of a density estimator raised to a power below 4 (T1), the fourth derivative of
a density estimator (T2), the fourth derivative of the smooth trimming function (T3),
the kernel, and the true density. Based on the smooth trimming of local smoothing,
uniformly:

|T1T3| = o, (N"*Ln(N))

Given the uniform rate at which the fourth derivative of a density estimator converges to
the truth and the fact that h3N-**Ln(N) = o (h?), the result follows.

15 With ¢, > 0 and arbitrarily small, set a = (r3 —e,) /8. Here, a = .01 and
r3 = 1/11. For § < r3/2, set:

r1=(rs—9) /4 and ro = (r3 — §/2) /2.

For these settings, r1 < ry — 2a.
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Then, for £k =0,1,2:

@)+ sup|VAF (W Ag, b ) = ViF (@ R, hs) | = O, (1/ [N'/285+2])
z,n

b) :  sup|VEF (W Xs, hs) — EVES (w; Xg,hg)( =0, (1/ [NV2h5+?])
z,n

¢) : sup EVf;f (w; A3, hs) — Vf]f (E)’ = 0, (h3h3h7) .
z,n

Proof of Lemma 2C. The proof of (a-b) is the same as that in the
previous lemma. For (c), define Az as in the previous lemma with As
replacing As. Then from the same type of Taylor expansion as in the previous
theorem:

By = Vin2 G5 — G| + hiCs.

From Lemma 2C, the first term above has order h2h2h2. With Cf = O (N**),
similar to the previous lemma, this last term is of smaller order than the first
under the assumptions on smoothing parameters, which completes the proof.

Employing the above results, it is now possible to establish uniform rates
of convergence (on compact sets) for estimated probability functions and
derivatives.

Lemma 3 (Estimated Probability Functions).

sup V4P (w3 1) — ViP ()| = O, (max {1/ [N'2h52] | nandnt}) .

'7"77]

Proof of Lemma 3. The proof immediately follows from the lemmas
above.

Below we will establish asymptotic normality by exploiting a "residual"
property of semiparametric probability derivatives. The following lemma
provides this property.

Lemma 4. Let P (1) be the semiparametric probability function, where
P (ny) =Pr (Yo =1| X). Then, with V, = V}] as the first partial operator:
EN.P () | Wilm), Wa(no)l, _, =0.

n= "o
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Proof of Lemma 4. The proof of this result for the single index case is
due to Whitney Newey and is contained in Klein and Spady (1993) and Klein
and Sherman (2002). The extension to the double index case immediately
follows from the same type of argument employed for the single index case.

As a final set of intermediate lemmas, we require results to deal with
trimming. As discussed earlier, one trimming strategy below is based on
a trimming sequence defined on the X/s. In particular, recall from (D6)
that 7,; is a trimming indicator that is 1 on the set where each of the con-
tinuous variables is in a region defined by sample quantiles (e.g. the lower
1% and upper 99% sample quantiles). We refer to this trimming indicator
as being estimated. Denote 7,; as the corresponding trimming indicator
with all sample quantiles replaced by their population counterparts. Lemma
5 provides a useful result relating estimated to known trimming. As such
trimming occurs in normalized sums, the result below is written in this form
to facilitate its subsequent use below.

Lemma 5: X-Trimming. Let r; be random variables with FE |r]
bounded. Then, under X-trimming, for any ¢ > 0:

N M N
%Z [Ami - Ta:i] r; S Z Rmszm |Tz| /N+Op (N_I/Q) — Op (N—(1/2)+E) :
=1 m=1 i=1

where M is finite, R,, = O, (N~(/2%) "and by, is i.i.d., non-negative, and
bounded.

Proof of Lemma 5. The proof for this lemma is based on an inequality
due to Jim Powell for bounding |(7,; — 7.)| from above by a ”smoothed”
indicator and is contained in Klein (1993, Lemmas 1-2, and the proof for
Lemma 2). Once the indicator is smoothed, standard Taylor series argu-
ments yield the above result. Here, ¢ is the "penalty" for approximating an
indicator with a smooth function.

We will also be employing a trimming strategy based on the indices.
Denote 7,k = 1,2, as a matrix pilot estimates of nuisance parameters
(obtained below under X-trimming) and define estimated indices as:

Wi = X + Xaiyy; Wa = Xo + Xaily,
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Recall that the smoothed trimming function in (D7) depends on ), and
estimated sample quantiles. From (D2), we defined an underlying smooth
trimming function as:

T(z;a) =[ 1+ exp (N® [Z])]_l

The estimated trimming function then applies this smooth trimming function
to each of the k = 1,2 indices to insure that each indices stays (asymptoti-
cally) between lower and upper sample quantiles . Namely, from (D7),

Twi = T1i T2is %kizﬁkiﬁku
B = 7 (e (i) — i (3,)1/12)

Ui = 7 (wwi(7,) — @ (,):1/12) for k=1,2.

Here, w; (f]p) is a lower sample quantile of the wy; (f]p)’ s while wy, (ﬁp) is the
corresponding upper sample quantile. Letting 1y, A\xr, and A\xy be the prob-
ability limits for 7, w; (ﬁp) , and Wy, (ﬁp) , T; is obtained from 7; by replacing
all estimates with their probability limits. Analogously, L and U are defined
by replacing all estimators by their population counterparts. To examine
estimated trimming, we require a rate at which estimated quantiles (w;, (f)p) ,
Wy, (ﬁp)) converge to the corresponding true quantiles. With virtually any
rate sufficing, Lemma 6 below provides a rate that is subsequently employed
in Lemma 7 in arguing that estimated trimming can be treated as known.

Lemma 6: Estimated Quantiles. Assuming (7, —7,) = 0,(N "),
r<1/2:

wi () =Mz = 0p (N77)
wk (f]p) — )\kU = 0Op (N_H_E) .

Proof of Lemma 6. It suffices to consider the lower a'* quantile with
k =1. With {e} is an indicator on the indicated event, for this case:

Z {wi () <y (7,)} /N =«

Employing the same type of smooth approximation argument used in the
proof of Lemma 5 and with € > 0 :

> [ () <y (8,) } = {wni (no) <y (3,) }] /N = Op (N7079).
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Define w,, such that:

Z {wii (no) <wyo} /N = o

Then it follows from above that:

Z [{wu (10) < wy (ﬁp)} —{wy; (ny) < Mlo}] /N =0, (N—(T—s)) .

Letting Fiy be the empirical distribution for the wy; (1,)’s :

Fy (wl (ﬁp)) — Fy (wy9) = Oy (N_(r_a)) :

From the uniform convergence of the empirical distribution function to the
the true distribution function, F"

F(wl (77p)) — F(wy) =

wy (ﬁp) — Wy =

(V) =

0
O, (N~0=9)).

The lemma now follows since:

|Q1 (ﬁp) - )‘1L‘ < ‘wl (,f]p) - w10| + |wig — A1zl -

For the case of index-trimming, recall that the trimming function is a
smooth exponential function. In employing Taylor series arguments to ana-
lyze this function, it is important that trimming function derivatives behave
as trimming functions themselves in that they severely downweight the same
observations as the initial trimming function. This follows, because deriva-
tives have the structure of being a bounded function multiplied by the initial
trimming function. For example:

0 0?
57 (2) =[r—1]; 82827 (z)=[2r=1)(r—1)]T.

The proof of Lemma 7 below, which is essentially the same as that in Klein
and Spady[1993], exploits this replicative property.

Lemma 7: Index-Trimming. Let (7, —7,) = O (N~"7) , and assume
rp > 13, With hg = O, (N ") as specified in (D4). Then, for R,, = 0, (1),
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M is finite, and b;,, is i.i.d. and bounded over i for each m.

CL) . N_l/QZ[%wi—Twz][Yz P :ZR \/_szmTwz }/z P]p/N+OP<)

b) N_l/QZ[f’wi—Twi] [pz_f)z} pi = 0p (1)

Proof of Lemma 7. To establish (a), expand the components of 7,,; in
a Taylor series expansion, to obtain

WZ [Fui — Twil [Yi — Bl 9i/N = VN ZTd/N ,

T, = ZRSdewﬂin Plp, d=1,.,D—1

sdl

|TD| S Z RSD ZbZSD |pz )

sp=1

where Sy is finite, d = 1,..., D and b;s,, is ii.d. over i and bounded. With
D selected such that D (r —a) > 1/2 + 2r3, d and D are both finite. The
R-terms satisfy:

R, = O,(N~ 7”‘1)) d=1,...D—1

Sd

Rgp = O, (NPC=") D(r—a)>1/2+3r;.
The result now follows.

NY2N=4=0) gup 7'2‘1 2 :/Qbisd il = 0, (1)

NI/QN—D(T—(Z) . N2T3 — Op (1> ]

The argument for (b) is similar.

To establish asymptotic normality in the next section, we will need to
analyze several components that comprise the gradient. To simplify the ex-
position, we examine these components in Lemmas 8A-B below. In providing
these results, recall that we use the notation 7, and 7, to refer respectively
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to X-trimming and Index-trimming. We employ the notation 7 without x or
w subscript for results that hold under either form of trimming. These gra-
dient components have a standard form and depend on an estimated weight
involving probability derivatives (see D5). Denoting this estimated weight
as p; -

i = Valino)/ [P0 = B)| = [V, (F (o) /37 ()| /B0 = P)

_ 9 (1) vﬂfz* (10) — fz* (10) Vg7 (1) — ﬁ
9: (mo) Pi(1 = 1) i

where from (D5):
P= [fl—i-Al] / [f]—l—A] = f¥/q".
Denote p, = % as the corresponding quantity without A—adjustment factors

(i.e. replace P with f,/§). Note that these adjustment factors vanish in
probability even in the absence of trimming, but vanish exponentially under
the trimming employed below.

Lemma 8A: Primary Gradient Components. Define:
A=) 7 Yi=Plp/N; Ay =) [Fi—7i][Yi— P]p/N
Then:

1) : NYV2A =N "7,[Yi=Plp +0,(1)
2) : N1/2A2 = OP (1> 9 fOI' 7A_z —T; = 7A—u)i — Tws

3) : N"Ay=o0,(1), for 7y — 7, = 74 — T4 and 1, > 73.

Proof of Lemma 8A. Beginning with A;, in (1), we show that the
estimated weight may be taken as given by showing:

(55]\771/2277 Yi = Pl [p; — pil = 0p(1).
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Write 0 = 61 + 92, where
0 = N2 [V = Pllpi— pil (5i/s1)

0y = N71/2ZTi Yi = Pl [p; — pil [(5:/5:) — 1] .

Here,

1/2 1/2 1/ 5
i mi [(8ifs0) = 1]
which is 0,(1) from Lemma 2C. Therefore, to show that § = o, (1), it suffices
to show 01 = 0, (1) . We have:

65| < N~ sup Pi = pi]| sup

51 :N_1/2ZT,'[Y;—.PZ']€Z‘, Ei = [SZ(TA‘Z—T’Z)—Tz(é—SZ)]/S?

Exploiting the fact that [Y; — P;] has 0 conditional expectation, we show that
91 = o, (1) by showing that its expected square converges to zero. We have:

E(0}) = E|> 7 Yi-PPe/N|+

Y > ElmlYi— Ple) (r;[Y; — Bley)]/N.

i#]

The first term is bounded from above by:
> E (7<) /N,

which converges to zero. Employing the fact that E[Y; — P, | X,] = 0, it
can be shown that the second term also converges to zero. The result now
follows.

Turning to (2), the argument for the smooth index-trimming function
is based on a Taylor expansion of 7, the observation that the derivative of
a trimming function behaves as a trimming function, and the proof for A;
above. Lemma 7 contains the details of this argument from which (2) follows.
For (3), the argument is based on a characterization result for indicator X-
trimming in Lemma 5.
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Lemma 8B: Secondary Gradient Components. Define

By :Zﬂ [E_Pz} bz/N7 BZ:Z[%i_Ti] [Q—R} p/N
Then:

1) : NY?B, = 0, (1) and NY2B, = 0p (1) for 7y — 7 = Twi — Tui
2) : N"By=0,(1), N"By =0,(1) for: 7, — 7; = T4i — Tui, Tp > T3.

Proof of Lemma 8B. Beginning with B; in (1) , we first simplify this
term by showing:

A= NS r [B= B pi— p) =0, (1).

Bounding this term:

Al = N

> i [P P [pi = 0]

N supri [ 7]

IN

Y

sup ‘7111;/12 [P — pi]
which is o, (1) from Lemma 3. Therefore:

NI/QB1:N_1/QZTW‘ [Pi—Pz} pi+op(1).

To further simplify By and show that it is 0, (1) , note that under an argument
similar to that above:

NN r [P B o l3/9:) = 11 = 0, (1),
which implies:

NY/?B, = N~1/2 ZTW‘ [Pz - Pz] pi (Gi/ 9i) + 0p (1)

Next, recall that ]5, = [ ﬁ + Al N] / [f]i + AN] . Under 7-trimming, the A-
adjustment factors and their derivatives vanish exponentially when evaluated
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at the true densities. Accordingly, under a Taylor series argument, we may
replace P; with f;/g; to obtain:

N1/2B1 ZNfl/QZTm [fi_Pigi} Ti+0p(1),7"z' Epi/gi'

Noting that r; has expectation conditioned on the indices of 0 (Lemma 4),

employ the same type of mean-square convergence argument used to analyze
A. We have:

E|(NB)| - %E +C,

e [h - P v
C = Z;'ZE[TW(ﬁ—ﬂﬁ)w(fj—Pjﬁj)Wj]/N
i#]

It can readily be shown directly that the first term above vanishes for large
N. Turning to the more complicated cross-product terms in C', from iterated
expectations:

¢ = BE[r (fi~Pa) (rus [(F ~ 2| rr)) | X]

— B[ [rui (4~ Pa) (rus [(7: - P3)]) 1 X] 7ir].

As the inner expectation only depends on the indices W : Nx2, denote this
inner expectation as H (W) and write:

C=E[HW)rir]=E[HW)E][rr;] | W] =0,

with the last result directly following from Lemma 4. The proof for B; in
(1) now follows.

The proof for By in (1), which is analogous to that for A in Lemma 8A,
part (2), readily follows from Lemma 7. To establish (2), we need to analyze
By and B under X-trimming, The argument here, which is essentially the
same as that for As in Lemma 8A, part 3, follows from Lemma 5.

8.2 Main Results

As in the previous section, throughout this section, all results are provided
under Assumptions (A1-6) and Definitions (D1-7).
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Theorem 1. With 7; = 7,; or 7,,;, define the quasi-likelihood as in
Section 4.1:

%i (YQZLn[ (n)}+[1—%i]Ln[1—lﬁi(n)}>

and define 1) = argsup Q( ). Then : 7 2, 1o, the vector of true parameter
values.

Proof of Theorem 1. Employing (D5) and deleting the i subscript for
notational simplicity, define the probability functions:

P(n) = [f1+A1}/[g+A]
Pn(n) = [fi+Anx]/[g+ Ax]
P = fi/g

With Py (n) replacing P(n) throughout, denote Qx (1) as the corresponding
objective function. Finally, denote ¢ (n) as the objective function obtained
by replacing P(n) with P (n) throughout. Then:

Q) - Q)| <|@m -y m]+1ex ) -Qm.

Employing arguments similar to those in Klein and Spady (1993) and Lemma
4, it can be shown that each of these terms vanish in probability, uniformly
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in 7.1% Next, write:

Q) = S # [ Yailn [P0n)] + (1= Yal Ln[1 = Pl = Q) + R
Q) = 3 Y mYaln[P@)] + 1 - Yl Lnll ~ P(o)]
Ro= o305 (Yalal[PO)] + 1 - Ya) Ln[1 = R,

=1

It can be shown that R vanishes in probability, uniformly in 7. From standard
uniform convergence arguments:

s%plQ(n) —E[Q(n)]] = 0.

Employing the identification condition in  (A5), E [@ (1)] is uniquely max-
imized at 7,, which completes the argument.

Theorem 2. Defining Hy = V3 E (L (1)) :

VN [ij = ng] 5 N (0,—Hg ).

Proof of Theorem 2. With the quasi-likelihood defined under X-
trimming (see D6) and with n* € [1), 7], from a standard Taylor series
expansion:

N i, =) = —H (n") " N"Gln),

H (77+) = V??IA/ (77+) ) @(770) = V}}j’, (10) 5

16Tn analyzing the first term, it is important to exploit the fact that the §-adjustment
factors behaving as trimming functions in that they control the rate which denominators
in various expressions tend to zero [see Klein and Spady (1993, proof of lemma 4, p. 414)]

To analyze the second term, it is important to note that from the assumption of bounded
X1s, it follows that P (n,) is strictly bounded away from one and zero. It then follows
that P (n), a conditional expectation of P (n,), is also strictly bounded away from one
and zero. While the assumption of bounded X/s could be replaced by tail conditions,
this assumption considerably simplifies the argument for the second term. [see Klein and
Spady (1993, Proof of Theorem 3, p. 415)].
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where we have employed X-trimming. Beginning with the Hessian compo-
nent, as in the previous theorem define the probability functions: ]5(77),
Py (n), and P (7). From Lemma 3 and arguments very similar to those em-
ployed to analyze the averaged likelihood in Theorem 1, it can be shown
that:

sup ﬁ(n) — H (n) 2 0.
n

From standard uniform convergence arguments, H (1) converges in proba-
bility and uniformly in 7 to its expectation. It follows that H (77*)71 =
Hy'(ny) + 0,(1). Therefore, a convergence rate for the pilot estimator, Tlps
will follow from the rate at which the gradient converges to zero.

In the notation of Lemmas 8A and 8B:

N™*G(ne) = N [A1 + Ay | + N™ [ By + By
From Lemmas 8A and 8B, it now follows that:
N i, = o] = 0, (1), 15 > 13

Employing the 7),, to construct a smooth Index-trimming function, employ
the quasi-likelihood under Index-trimming (D7) and a Taylor series expansion
to obtain:

N[y =gl = =H ()" N'*Gng).

As above, H (n7)~" = Hy'(n,) + 0,(1). From Lemmas 8A and 8B:
N'2G(ng) = N7'V2N 7, [Yi— Plp;+ 0, (1)
= NV2G(ng) + 0, (1),

where G(n,) is the gradient term with all estimated functions replaced by
their (uniform) probability limits. The theorem now follows from a standard
central limit theorem.

Turning to the outcomes equation, recall that it is given as:

Y12200+u7
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0, =B, 1, and Z = [X, Ys]. Then, the IV estimator is given as :

o = |27G) 2] 2 @', 2= | X, Py

Consistency and asymptotic normality (Theorem 3 of Section 4.2) will now
be immediate if the conditions given in the next lemma hold.

Lemma 8: With Z* = [X, P(n,)], under Assumptions (Al-4) and
Definitions (D1-5):

1) - [Z @) Z - Z*’Z] /N = 0,(1),
9) : VN [z @) u— Z*u] /N = o,(1).
Proof of Lemma 8. The first condition follows from Theorem 2 and
Lemma 3. The second condition follows from a standard U-Statistics ar-

gument and is to be expected from Newey and McFadden (Handbook of
Econometrics, vol. 4, Chapter 36, section 6.2 and Theorem 6.2).
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