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1 Introduction

Many empirical studies in economics and other social sciences are concerned with the

analysis of ordered categorical dependent variables. Categorical data can be a�ected

by misclassi�cation error. This is especially the case if the categorical assignment

is based on subjective self-reported evaluations, as used in many empirical analyses.

Examples are studies which analyze data on job satisfaction (see, for example, Clark

and Oswald (1994)), satisfaction with health (Kerkhofs and Lindeboom (1995)), or

future expectations of household income (Das and Van Soest (1997)).

In applied work, nonlinear parametric limited dependent variable models are typ-

ically used for analysis categorical dependent variables. Misclassi�cation can in this

case lead to seriously biased parameter estimates, even if the parametric model cor-

rectly speci�es the unobservable "true" categorical variable. To deal with this problem,

estimators have been proposed for parametric binary choice models which correct for

misclassi�cation by explicitly incorporating the misclassi�cation probabilities as addi-

tional parameters. Lee and Porter (1984) estimate an exogenous switching regression

model for market prices of grain, distinguishing regimes where �rms are cooperative

and noncooperative. They observe an imperfect indicator of the actual regime, and

estimate the two misclassi�cation probabilities that one regime is observed given that

the other regime is active. They then use these probabilities to correct the estimates

of the price equations in each regime for the misclassi�cation errors. Hausman et al.

(1998) estimate binary choice models for job change. In their parametric models, they

�nd signi�cant probabilities of misclassifying in both directions. They also estimate a

semiparametric model, and �nd that the semiparametric estimates are similar to the

parametric estimates allowing for misclassi�cation.

In this paper, we focus on self{reported evaluations. The term "misclassi�cation"

requires some discussion. We implicitly assume that there is some (unobserved) "true"

classi�cation scale, and some (unobserved) "true" cuto� points on this scale which

determine what someone's reported evaluation should look like. Misclassi�cation can
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then be modeled using estimators as those mentioned above, designed for objective

outcomes, where the misclassi�cation probability depends on the "true" (discrete) out-

come. However, people may deviate from the "true" cut o� points. Accordingly, the

thresholds may not be objectively determined, but (implicitly) chosen by the respon-

dent. In this case it can be argued that the thresholds in the ordered response model

may vary with observed and unobserved characteristics of the respondent. Terza (1985)

introduces a model with unobserved thresholds which vary with observed respondent

characteristics. Das (1995) extends this model by treating the thresholds as random

variables, i.e. to allow them to depend on unobserved characteristics.

In this paper, we consider parametric and semiparametric models for ordered cate-

gorical dependent variables with more than two outcomes. Our �rst parametric model

generalizes the binary response models by Lee and Porter (1984) and Hausman et

al. (1998) by incorporating probabilities of misclassifying outcomes in a model with

more than two categories. Other than in the binary case, the identi�cation of the

misclassi�cation probabilities for the intermediate categories relies on distributional

assumptions. Accordingly, parametric estimates of the e�ects of the 'true' outcome

may be sensitive to these distributional assumptions. Semiparametric estimation may

therefore be a useful alternative. Our second parametric model is an extension which

allows for random thresholds (see Das (1995)). We show that this changes the ordered

model for three outcomes into a bivariate probit model. Misclassi�cation probabilities

can be included in this model in very much the same way as in the model with �xed

thresholds.1

Under the assumption that misclassi�cation probabilities or random thresholds do

not vary with individual characteristics, we show that, if the misclassi�cation probabil-

ities are not too large, the parametric models are special cases of a single index model

satisfying a weak monotonicity condition. This model can be estimated using the semi-

parametric technique of Horowitz and Haerdle (1996), combining average derivatives

1We owe the suggestion to use random thresholds to an anonymous referee.
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estimation with a GMM type of estimator to take account of discrete regressors.

We apply both parametric and semiparametric estimators to data on self{reported

speaking 
uency of male immigrants to Germany. A growing literature is concerned

with the determinants of language 
uency, and its e�ects economic performance in

the host countries (see, for instance, McManus, Gould and Welch (1983), Rivera-Batiz

(1990), Chiswick (1991), Chiswick and Miller (1995), and Dustmann (1994)). Nearly

all studies are based on self-reported language categorizations. As discussed above, it

is likely that this type of data is even more a�ected by misclassi�cation than objective

variables, such as the job change variable in Hausman et al. (1998). Besides errors re-

sulting from, for instance, misunderstanding of survey questions, responses of this type

may be misclassi�ed because of heterogeneity in the underlying subjective standards.2

The results of our analysis show that allowing for misclassi�cation errors has some

e�ect on the estimates of the parameters in the speaking 
uency equation. The para-

metric model which allows for misclassi�cation is a clear improvement to the standard

ordered probit model. The estimated probabilities of misclassi�cation into the extreme

categories are large. A likelihood ratio test (accounting for the fact that the null hy-

pothesis �xes parameters on the boundary of the parameter space) shows that the

null hypothesis that all misclassi�cation probabilities are zero is clearly rejected. On

the other hand, adding random thresholds to the model does not lead to signi�cant

improvement.

A formal test of the parametric models against a semiparametric alternative is pro-

posed, based upon uniform con�dence bands of the nonparametric regression function

of the dependent variable on the parametrically estimated index. We �nd for both the

2Dustmann and van Soest (1998) show that misclassi�cation is substantial in this data. They

compare answers to the same survey questions on self-reported speaking 
uency given by the same

individuals at di�erent points in time. They �nd that, under the assumption that a deterioration of

language capacity is not possible, more than one fourth of the total variance in the language indicator

is due to misclassi�cation. This number is a lower bound, since it accounts only for classi�cation

errors which are not time persistent.
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standard ordered probit model and the model with misclassi�cation probabilities that

the parametric regression function is contained in the con�dence bands, so that the

parametric models cannot be rejected.

The paper is organized as follows. In section 2, we present the models and their

estimators. In section 3.1, we brie
y describe the data for our empirical application.

Parametric and semiparametric estimates are presented in Section 3.2. In Section 3.3,

we compare predictions of the two parametric models and the semiparametric model,

and discuss some speci�cation tests of the parametric models. Section 4 concludes.

2 Categorical Data and Misclassi�cation

For simplicity, we assume that the dependent variable is observed on an ordinal scale

with three levels, coded 1, 2 and 3. Most of our results extend straightforwardly to

the case of more than three categories, but the parametric models will lead to more

intricate computations for the likelihoods and more auxiliary parameters. Starting

point is the standard ordered probit model, not allowing for misclassi�cation errors. It

assumes observed categorical information is related to an underlying latent index y� as

follows (the index indicating the individual is suppressed):

y
� = x

0
� + u; (1)

y = j if mj�1 < y
�
< mj; j = 1; 2; 3 ; (2)

ujx � N(0; �2) : (3)

Here x is a vector of explanatory variables including a constant term, � is the

vector of parameters of interest, and u is the error term. We assume m0 = �1,

m1 = 0; m3 = 1. The variance �
2 and the bound m2 can be seen as nuisance

parameters. A normalization of the scale has to be added for identi�cation. This will

be discussed below. Throughout, we assume that the observations (y; x) are a random

sample from the population of interest.



5

2.1 A Parametric Misclassi�cation Model

For the binary choice case, Hausman et al. (1998) show that the bias in estimates

of � may be substantial if some observations on the endogenous variable su�er from

misclassi�cation. They propose a generalization of the binary probit model to take

account of misclassi�cation errors. We extend their framework for the binary probit

model to the ordered probit model.

Assume that the individual is observed to be in category y, but that the (unob-

served) true category is z, which is related to the latent variable y� as in the ordered

probit case:

z = j if mj�1 < y
�
< mj ; j = 1; 2; 3 : (4)

The probabilities of misclassi�cation are given by:

Prob(y = jjz = k) = pk;j; j; k = 1; 2; 3; j 6= k; (5)

where pk;j is the probability that an observation which belongs in category k is clas-

si�ed in category j. If pk;j = 0 for all j; k with j 6= k, then there is no misclassi�cation

and the model simpli�es to the ordered probit model.

In a model with three categories, there are six misclassi�cation probabilities pk;j.

Thus compared to the standard ordered probit for three categories, this model has six

additional parameters.

For the binary choice case (with categories denoted 0 and 1), Hausman et al. (1998)

show that identi�cation of pk;j; j; k = 0; 1 does not rely on the normality assumption,

as long the support of x0� is the whole real line, i.e. as long as observations with very

low and very high values of x0� occur with nonzero probability. The probabilities of

misclassi�cation are then given by:

p1;0 = lim
x0�!1

P(y = 0jx) and p0;1 = lim
x0�!�1

P(y = 1jx) :

If p0;1 and p1;0 do not depend on x and if u is independent of x, the model satis�es

the single index property: Efyjxg depends on x via x0� only. Therefore, � is identi�ed
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up to scale and sign. The additional condition required for identi�cation is that p0;1

and p1;0 are not too large:

p1;0 + p0;1 < 1: (6)

This condition guarantees that Efyjxg increases with x0�. Accordingly, the sign of �
is also identi�ed, and it then follows from (5) that the p0;1 and p1;0 are nonparametrically

identi�ed.

For the ordered probit case with three categories coded 1, 2 and 3, and with mis-

classi�cation probabilities, we obtain

Efyjxg = 2� p2;1 + p2;3 � �((m1 � x
0
�)=�)(1� p1;2 � p2;1 + p2;3 � 2p1;3) (7)

+ [1� �((m2 � x
0
�)=�)](1� p3;2 � p2;3 + p2;1 � 2p3;1) :

Thus the condition that Efyjxg increases with x
0
� for every value of x0� implies

(instead of (6) for the binary choice case):

p1;2 + p2;1 � p2;3 + 2p1;3 < 1 and p2;3 + p3;2 � p2;1 + 2p3;1 < 1 : (8)

This condition is satis�ed for small enough values of the misclassi�cation probabil-

ities. A suÆcient condition for (8) is given by Abrevaya and Hausman (1998):

p1;1 > p2;1 > p3;1 and p3;3 > p2;3 > p1;3 (9)

This condition is stronger than (8) but easier to understand intuitively.

The argument for nonparametric identi�cation in the binary choice case applies to

p1;j and p3;j, but not to p2;1 or p2;3. Identi�cation of these is achieved in this parametric

model by imposing normality on the error terms. The model can straightforwardly be

estimated by Maximum Likelihood (ML), where the pk;j are estimated jointly with

the slope parameters �. The ML estimates are consistent, asymptotically normal,

and asymptotically eÆcient if the assumptions (including normality of the errors) are

satis�ed. They will generally be inconsistent if the errors are not normally distributed.
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2.2 Threshold Variation across Respondents

With self-assessed categorical survey data, no information is given to the respondents

on how to construct their score y
� on a continuous scale, or which cut-o� points to

choose between the discrete outcomes. Thus it may well be that both the underlying

latent score and the cut-o� points contain individual heterogeneity. Our data requires

us to assume that deviations between true scores and scores used by the respondents

do not vary systematically with observed characteristics. Unobserved heterogeneity in

the way respondents form their scores is picked up by the error term u in (1).

An extension of the model with explicit misclassi�cation errors is to allow for hetero-

geneity in the threshold values used by the respondents. This is intuitively attractive,

since it allows that even if two respondents have the same latent speaking 
uency y
�,

and are perfectly well aware of that 
uency, they still might give di�erent answers

on the ordinal scale, since the survey questions leave room for the respondent's own

interpretation of what is good, reasonable, or bad speaking 
uency.

Ordered probit models with category bounds varying across respondents have been

introduced by Terza (1985) and Das (1995). While Terza (1985) only allows for varia-

tion of the category bounds with observed (exogenous) respondent characteristics, Das

(1995) also allows for unobserved heterogeneity in the bounds. The subjective nature

of the data suggests that the latter framework is more relevant, and we therefore set

up the model for three categories, following Das (1995).

We �rst discuss the model without misclassi�cation errors. The model speci�cation

is then as follows.

y
� = x

0
� + u; (10-a)

m
�

j = z
0

j + vj j = 1; 2 (10-b)

y = 1 if y
� � min(m�

1; m
�

2) (10-c)

y = 2 if min(m�

1; m
�

2) < y
� � max(m�

1; m
�

2) (10-d)
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y = 3 if y
�
> max(m�

1; m
�

2) (10-e)

u; v1 and v2 are independent of each other and of x (10-f)

u � N(0; �2); vj � N(0; �2
j ); j = 1; 2: (10-g)

The problem with random thresholds in the ordered response model is that the

ordering in the thresholds cannot be determined a priori: with positive probability, m�

1

exceeds m�

2, and the model with categories (�1; m
�

1), (m
�

1; m
�

2), and (m�

2;1) is not

well-de�ned. Das(1995) solves this problem by using the ordered thresholds instead of

the original ones, and we follow his approach. In the case with three categories, this

boils down to replacing m�

1 by min(m�

1; m
�

2) and m
�

2 by max(m�

1; m
�

2). The probabilities

of three outcomes (y = 1, y = 2 or y = 3) for this model can be rewritten as follows.

P (y = 1) = P (u� v1 < z
0

1 � x

0
� and u� v2 < z

0

2 � x

0
�) (11-a)

P (y = 2) = P (u� v1 < z
0

1 � x

0
� and u� v2 > z

0

2 � x

0
�) + (11-b)

+P (u� v1 < z
0

1 � x

0
� and u� v2 > z

0

2 � x

0
�)

P (y = 3) = P (u� v1 > z
0

1 � x

0
� and u� v2 > z

0

2 � x

0
�) (11-c)

This shows that this model is a bivariate probit model which does not distinguish

between the two regimes leading to outcome y = 2. It also makes clear that some

normalizations are needed to identify the model. The scale is normalized in the same

way as in the other models, by setting one of the slope coeÆcients in � to 1 or �1.
To identify the location, we set 
1 = �
2. While this is numerically equivalent to

several other normalizations, we chose this normalization because it treats good and

bad 
uency symmetrically. Moreover, it implies that an increase of jz0
1j induces an
increase in the probability of giving the intermediate answer, allowing to interpret jz0
1j
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as the tendency to respond in the intermediate category.3

The covariance structure of the bivariate probit model is given by V (u � v1) =

�
2+�

2
1 , V (u�v2) = �

2+�
2
2 , and Cov(u�v1; u�v2) = �

2. Thus the three variances of

u, v1 and v2 are exactly identi�ed. Relaxing 10-f and allowing for correlations between

the three error terms, would lead to an unidenti�ed model.

Note that this model can also be interpreted somewhat di�erently. The respondent

can be seen as evaluating his own speaking 
uency twice (once based upon �z0
1 �
v1 + x

0
� + u, and once upon �z0
2� v2 + x

0
� + u. If both evaluations are positive, the

answer y = 3 (good or very good) is given. If both are negative, y = 1 (bad or very

bad) is reported. If one evaluation is positive and the other is negative, y = 2.

Explicitly allowing for misclassi�cation in this model is possible in the same way

as in the standard ordered probit model. The probabilities for the 'true' outcomes z

are given by (11-a), (11-b) and (11-c), (with y replaced by z). The probabilities of the

reported outcomes given the true outcomes are then again given by (5).

2.3 A Semiparametric Approach

The parametric ML estimates of the slope parameters � in the models introduced above

require distributional assumptions and may not be robust to misspeci�cation. If we

are interested in � only and consider the pk;j as nuisance parameters, semiparametric

estimation seems a good alternative.

Let us consider the Hausman et al. (1998) model with �xed thresholds and misclas-

si�cation probabilities. The conditional mean of the observed categorical variable y in

model (1) - (5) is given by (7). Accordingly, the mean of y conditional on x depends

on x only through the index x0�. Therefore, (1)-(5) is a special case of the single index

model given by

3Replacing 
1 by �
1 (i.e., interchanging 
1 and 
2,) does not change the probabilities. The sign

of 
1 can be identi�ed by imposing the additional constraint that z0
1 is more often the lower bound

than the upper bound, i.e. z0
1 � 0 for at least half of the observations.
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Efyjxg = H(x0�) ; (12)

where H is an unknown link function. If we relax the normality assumption (3)

and replace it by the assumption

u is independent of x ; (13)

we get the following expression instead of (7):

Efyjxg = 2� p2;1 + p2;3 �G(m1 � x
0
�)(1� p1;2 � p2;1 + p2;3 � 2p1;3) + (14)

[1�G(m2 � x
0
�)](1� p3;2 � p2;3 + p2;1 � 2p3;1) ;

where G is the distribution function of the error term u (G(t) = P [u � t]).

Again, the right-hand side depends on x only through x
0
�, so that (1), (2), (4), (5)

and (13) lead to the same single index model (12). The link function H is then given

by G in (14). The crucial assumption here is that the misclassi�cation probabilities in

(4)- (5) do not depend on x. This is the typical identifying assumption in this type

of literature, used by Hausman et al. (1998), Lee and Porter (1984), but also in other

applications such as Douglas et al. (1995). Such an assumption can only be avoided

if a completely di�erent measurement can be used as a benchmark, such as, in our

empirical example, objective measurement of language pro�ciency (see Charette and

Meng (1994)).

It is straightforward to extend (14) to the following results:

Proposition:

(a) If (1), (2), (5) and (6) are satis�ed, then Efyjxg = H(x0�) for some function H,

i.e. the model is a single index model.

(b) If, in addition,

p1;2 + p2;1 � p2;3 + 2p1;3 � 1
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and (15)

p2;3 + p3;2 � p2;1 + 2p3;1 � 1;

then H can be chosen non decreasing.

(c) If, moreover, (15) holds with strict inequalities and u has a continuous distribu-

tion with support (a; b), then H can be chosen strictly increasing and di�eren-

tiable with positive derivative on the interval (�b +m1;�a+m2).

A similar expression to (14) can still be derived from the extension of the model

which allows for random cuto� points. Under the additional assumption that the

variation in the cuto� points is independent of observed respondent characteristics, the

model with random cuto� points is a single index model and the proposition remains

valid.

We have shown that the models discussed above are all special cases of the general

single index model (12) for some (unknown) link function H. In this model, the vector

� of slope parameters is identi�ed up to scale; the constant term is not identi�ed. A

number of estimators for � in this model have been discussed in the literature, under

varying assumptions on the distribution of the explanatory variables x and regularity

conditions on the link function H. Ichimura (1993) derives an asymptotically normal

root n consistent estimator based upon nonlinear least squares combined with nonpara-

metric estimation of H. This estimator has the drawback that it is computationally

burdensome, since it requires numerical minimization of a non convex objective func-

tion. Hausman et al. (1998) use the maximum rank correlation estimator of Han

(1987). This also requires numerical optimization. Hausman et al. (1998) report that

no convergence problems occurred in their Monte Carlo experiments or their empir-

ical work. Our experience, however, is di�erent: we ran into convergence problems,

possibly due to the comparatively large number of explanatory variables.

Attractive from a computational point of view is the class of average derivative

estimators or weighted average derivative estimators (see, for example, Powell et al.



12

(1989)). These estimators require the distribution of x to be absolutely continuous, and

are therefore not directly applicable to our empirical example. Horowitz and Haerdle

(1996), however, have recently developed an estimator which builds upon a weighted

average derivative estimator for the slope parameters (up to a scale normalization) of

the continuous explanatory variables as a �rst step. The parameters of the discrete

explanatory variables are estimated in a second step. Their estimator is consistent and

asymptotically normal for all slope parameters (up to a normalizing scale parameter).

Horowitz and Haerdle also show how to estimate the asymptotic covariance matrix

consistently. The estimator does not require numerical optimization and is computa-

tionally very convenient. On the other hand, it requires the choice of a kernel (in the

�rst step) and several smoothness parameters (in both steps). Procedures for choosing

the smoothness parameters in the second step in an optimal way are not available, so

that some ad hoc choices cannot be avoided. We will apply the Horowitz and Haerdle

estimator using their kernel but using various values of the smoothness parameters.

One of the regularity conditions for the Horowitz and Haerdle estimator is a weak

monotonicity condition on the link function H: H has to be monotonically increasing

on some nonempty interval with a priori speci�ed range. In the (parametric) models

with misclassi�cation probabilities, this condition is satis�ed if the misclassi�cation

probabilities satisfy (15) with strict inequalities. Thus this regularity condition does

not invalidate the claim that the model is more general than the parametric single

index models.

We brie
y sketch the idea of the weighted average derivative estimator and the

extension of Horowitz and Haerdle. Details can be found in Powell et al. (1989) and

Horowitz and Haerdle (1996). For continuous x, the weighted average derivative is

given by

Æ = Eff(x)@Efyjxg
@x

g = �2Efy@f
@x
g : (16)

Here f(x) is the density of x. It can be estimated by a di�erentiable nonparametric

kernel regression estimator f̂(x). The derivative of this function estimate is a non-
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parametric estimator of @f

@x
. According to (16), an estimate of Æ is obtained as �2

times the sample mean of the yi
@f̂(xi)

@x
. Powell et al. (1989) show that this weighted

average derivative estimator is consistent for Æ, and derive its limit distribution (under

appropriate regularity conditions).

In the single index model (12), we have

Æ = Eff(x)G0(x0�)g� : (17)

Hence, the vectors Æ and � are identical up to a scale factor. The weighted average

derivative estimator can therefore be used to estimate � up to scale. By means of

normalization, one of the slope coeÆcients is set to 1 or -1, so that the others are

identi�ed.

Now consider the case with both continuous and discrete regressors. Denote them

by x and z, respectively, and write the single index model as

Efyjx; zg = H(x0� + z
0
�) : (18)

Horowitz and Haerdle (1996) partition the sample into subsamples with given values

of z. Within each subsample, z0� is constant, and the model is a single index model

in the continuous variables x only. This gives a consistent weighted average derivative

estimator for � (which does not include the constant, and has one coeÆcient normalized

to 1 or -1) for each subsample. Horowitz and Haerdle obtain a consistent but more

eÆcient estimator for � by combining these estimates, using minimum distance (i.e.,

they take the weighted average of the separate estimates, using the inverse of their

estimated covariance matrices as weights).

To derive an estimator for �, let z1 and z2 be two di�erent values of z corresponding

to cells 1 and 2 in the partition, and let H1(x
0
�) and H2(x

0
�) be the within cell link

functions. Thus Hi(x
0
�) = H(x0� + z

0

i�), i = 1; 2. This gives a relation between H1

and H2 which is used by Horowitz and Haerdle (1996) to derive a condition which

should be satis�ed by �. Assume H is monotonically increasing on an interval with
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range [c0; c1] (this is the weak monotonicity condition referred to above). De�ne hi(t) =

max[c0; min[Hi(t); c1]] (i = 1; 2). Then it is easy to see from a graph of h1 and h2, and

straightforward to prove using some algebra, that

Z
1

�1

[h2(t)� h1(t)]dt = (c1 � c0)(z2 � z1)
0
� : (19)

This yields a moment restriction on �. Plugging in estimates of the link functions H1

and H2 yields an estimate of the left hand side of (19) and transfers (19) into a sample

moment condition. Horowitz and Haerdle combine such sample moment conditions for

di�erent pairs z1 and z2, and thus derive a GMM type estimator for �. The estimator

not only depends on the nonparametric estimators used for estimating � and the link

functions, but also on the choice of c0 and c1. It is clear that these have to be chosen

such that [c0; c1] is contained in the range of H, but it is not clear what the optimal

choice is, since the gains of using a larger interval [c0; c1] and thus more observations,

should be compared to the loss due to inaccurate estimation of the tails of H.

A �nal remark concerns the chosen cardinal scale of our observed dependent vari-

able y, the outcomes of which we coded by 1, 2 and 3. If we change the coding to

e.g. 1, 2 and 4, this leads to a di�erent link function, and to a di�erent single index

estimator. The link with the parametric model through the monotonicity condition

also changes somewhat, since (15) will change. All single index estimators obtained

with di�erent coding will be consistent (under the appropriate assumptions, including

the monotonicity condition), but it is not clear which one is most eÆcient. We do not

pursue this issue and only consider the coding 1, 2 and 3.

3 Application

3.1 Data and Variables

We apply both the parametric and the semiparametric estimator to data on speaking


uency of male immigrants in West{Germany. The data are drawn from the �rst (1984)
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wave of the German Socio-Economic Panel (GSOEP). The (GSOEP) contains a boost

sample of households with a foreign born head from Turkey, Yugoslavia, Italy, Greece

and Spain, which were the typical emigration countries to Germany in the 1950s -

1970s. In the �rst wave (1984), this boost sample contains 1500 households, which are

representative for the targeted immigrant population. The foreign born individuals are

asked a number of speci�c questions regarding their economic and social circumstances,

as well as their language pro�ciency. For our analysis, we use only males who where

older than 15 years at immigration. All survey questions are asked in the immigrant's

home country language (see Dustmann (1994) for more details).

Our dependent variable is a self{reported indicator of speaking 
uency, reported on

a �ve point scale. Due to the small number of observations in the extreme categories,

we have transformed this information into a three level variable: yi = 3 if individual i's


uency in the host country language is good or very good; yi = 2 if 
uency is reported

to be on an intermediate level; yi = 1 if 
uency is bad or very bad.

The choice of explanatory variables is motivated by human capital theory. We use

years since migration (YSM), age at entry (AGEENT), schooling (SCH), after school

education (EDU), and dummy variables indicating the immigrant's nationality (T, Y, I,

G) as regressors. The time of residence in the host country is a measure of exposure to

the host country language, and we would expect individuals to improve their language


uency with residence. Age at entry is expected to a�ect language 
uency negatively

for two reasons: individuals who are older at entry may have a shorter pay o� period

for investments into language capital; and individuals' ability to learn a new language

may decrease with age. Individuals with higher levels of education should �nd it more

easy to learn a new language, since higher education may re
ect higher ability, and

since education increases the productivity of accumulating language capital.4

4For instance, individuals who know how to read and to write learn a new language in a more

systematic way than individuals who lack these skills. Also, the better educated may be more eÆcient

in the acquisition of further knowledge.
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Table 1: Variable De�nitions and Sample Statistics

Variable Variable Mean Std Dev

Speaking Fluency bad/very bad SPF=1 0.208 0.406

Speaking Fluency intermediate SPF=2 0.408 0.492

Speaking Fluency good/very good SPF=3 0.384 0.487

Age at Entry AGEENT 27.67 7.06

Years since Migration YSM 15.16 5.40

Years of Schooling2 SCH 1.29 2.68

Years of job speci�c education2 EDU 1.28 2.31

Country of Birth: Turkey T 0.30 0.46

Country of Birth: Yugoslavia Y 0.21 0.41

Country of Birth: Greece G 0.14 0.35

Country of Birth: Italy I 0.21 0.41

Country of Birth: Spain S 0.14 0.35

2 after the age of 14

Source: German Socio-Economic Panel 1984; 1185 observations

We have also included country of origin dummies. Immigrants may be a self se-

lected group. Since selection is determined by the economic conditions in home and

host country, country of origin dummies may pick up level e�ects in the average ability

level (see Borjas (1987)). Also, the relation between language pro�ciency and return

migration may vary across the origin countries. Moreover, these dummies may re
ect

language distance and cultural di�erences, which a�ect the acquisition of language cap-

ital. Finally, origin dummies may capture enclave e�ects, if individuals from di�erent

origins have di�erent propensities to live in ethnic communities.

De�nitions and summary statistics of all the variables can be found in Table 1.

The �rst four explanatory variables are measured in years and can be interpreted

as continuous variables. The four dummy variables for nationalities, however, are

obviously discrete.
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3.2 Results Parametric Models

The estimation results for the parametric models are presented in Table 2. As explained

above, one of the slope parameters has to be normalized to 1 or �1 in the semipara-

metric model. To make the parametric models comparable with the semiparametric

model, we have used the same normalization in the parametric models. We have set

the coeÆcient of AGEENT equal to �1. This variable has a signi�cant negative e�ect
and the largest absolute t-value if the parametric models are estimated with the usual

normalization � = 1.

The �rst columns give the results of the standard ordered probit model. They are

in accordance with other studies on language 
uency. Years since migration, years of

schooling and years of job speci�c education all have the expected positive e�ect on

speaking 
uency. The country dummies indicate that both the Spanish base group and

Turkish workers have signi�cantly lower probabilities to be 
uent in German than the

other groups.

In the second set of estimates, the misclassi�cation probabilities are explicitly in-

cluded. Since these probabilities are by de�nition nonnegative, standard t-tests or

likelihood ratio tests on pk;j = 0 are inappropriate (see Shapiro (1985), for example).

Still, the estimates of the pk;j and their standard errors imply that 0 is not contained in

the one-sided 95% con�dence intervals of three of them. This suggests that adding the

probabilities of misclassi�cation is indeed an improvement compared to the standard

ordered probit model.

A formal test of the hypothesis pk;j = 0 for all j 6= k can be based upon the

likelihood ratio, using the method proposed by Andrews (1998b). The LR test statistic

does not have the usual chi squared distribution under the null, due to the one sided

nature of the test and due to the fact that under the null, the parameter vector is not

in the interior of the parameter space. Andrews (1998b) demonstrates that the LR

test statistic can still be used, and shows how to compute the appropriate asymptotic

critical values, using a quadratic approximation to the likelihood. In the appendix we
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Table 2: Parametric Models

Ordered Misclass. Random Misclass.

Probit Model Thresholds Random Th.

Coef St er Coef St er Coef St er Coef St er

constant 34.318 3.013 21.453 6.339 20.615 3.062 15.940 4.503

T -2.137 2.214 -1.663 2.104 -2.789 2.227 -2.874 2.108

Y 13.123 2.749 12.284 2.628 13.428 2.744 10.834 2.300

G 5.326 2.635 6.648 2.470 5.582 2.518 5.192 2.206

I 4.709 2.401 5.484 2.334 4.456 2.390 4.251 2.079

YSM 0.353 0.135 0.433 0.130 0.355 0.134 0.413 0.117

AGEENT -1.000 |- -1.000 |- -1.000 |- -1.000 |-

SCH 1.121 0.234 1.731 0.419 1.214 0.309 1.642 0.340

EDU 0.793 0.249 1.914 0.463 0.888 0.323 0.994 0.261

� 19.952 1.887 10.340 4.466 17.846 1.906 4.170 11.845

m2 25.011 2.450 12.467 11.484 12.009 1.251 8.647 3.381

p1;2 0.225 0.124 0.253 0.142

p1;3 0.156 0.063 0.095 0.110

p2;1 0.069 0.267 0.057 0.339

p2;3 0.119 0.455 0.363 0.168

p3;1 0.036 0.023 0.031 0.019

p3;2 0.227 0.069 0.236 0.052

�1 0.283 9.538 10.738 10.906

�2 14.709 4.600 0.000 |

Log-Likelihood -1145.25 -1134.62 -1142.56 -1132.92
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explain in detail how this can be applied in our case. We �nd a critical 5% value of

8.6. Since the realization of the LR test statistic is 21.3, the null hypothesis is rejected.

Thus, also a formal test con�rms that allowing explicitly for misclassi�cation errors

improves the �t of the model signi�cantly compared to the ordered probit model.

The estimates of p2;1 and p2;3 have particularly large standard errors, re
ecting

the problem that these are harder to identify. The estimated probabilities are small

enough to satisfy the inequality conditions in (15). This implies monotonicity of the

link function if the parametric model is written as a single index model, so that the

monotonicity assumption required for the semiparametric estimator is ful�lled.

The qualitative e�ects of the regressors have not changed in this more general

speci�cation. Still, some of the estimated slope coeÆcients in the second model di�er

substantially from those in the ordered probit model. In particular, the e�ects of the

educational variables have increased considerably. The standard deviation of the error

term u has decreased by almost 50 percent. This is because part of the unsystematic

variation in observed speaking 
uency is now explained by classi�cation errors. The

estimate of the bound m2 has changed accordingly.

The third panel is the model with random thresholds, without misclassi�cation

probabilities. We only present the results for the model where the variation in the

thresholds is independent of the observed characteristics. A (standard) likelihood ratio

test does not reject this model against the more general model at the 5% or the 10%

level (LR test statistic 9.7; 10% critical value 13.4). The �nal two parameters are the

estimated standard deviations of the thresholds. These estimates are rather inaccurate.

One of them is virtually equal to zero, but the other one is not. A likelihood ratio test

similar to the one discussed above (following Andrews, 1998b) rejects the ordered probit

model against the model with random thresholds at the 5% level (LR test statistic 5.4;

5% critical value 5.0). The estimates of the slope parameters are close to those in the

ordered probit model.

In the �nal columns, both misclassi�cation probabilities and random thresholds
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are incorporated. The estimates of the misclassi�cation probabilities are similar to

those in the model with �xed thresholds, except for p2;3. This estimate is implausibly

large. As in the model with �xed thresholds, this estimate and the estimate of p2;1 are

very inaccurate. The estimates of the other pj;k, however, remain quite accurate and

the point estimates are close to their values in the model with �xed thresholds. This

�nding is in line with the fact that these are nonparametrically identi�ed, while the

other two are not. The estimates of the misclassi�cation probabilities again satisfy the

monotonicity conditions (15). A likelihood ratio test (following Andrews, 1998b) of

this model against the previous one again rejects the hypothesis that all pj;k are zero

at all conventional signi�cance levels (test statistic 19.3; 5% critical value; 8.7). Most

of the estimates of the slope parameters are very close to those in the model with �xed

thresholds. The exception is the e�ect of job speci�c education, the estimate of which

is closer to the ordered probit estimate.

The parametric results can be summarized as follows. Allowing for misclassi�cation

probabilities signi�cantly improves the �t of the model, and changes some of the esti-

mates of the slope parameters. On the other hand, it is hard to estimate some of the

misclassi�cation probabilities accurately, particularly those which we cannot identify

nonparametrically. Allowing for random thresholds has less important consequences

than allowing for misclassi�cation probabilities. The estimates of the standard devia-

tions of the thresholds are inaccurate, and the slope parameter estimates are generally

close to those in the �xed threshold model. The hypothesis that the thresholds do not

vary with observed regressors is not rejected, which gives some support in favor of a

single index model.5

5Following a suggestion by one of the referees, we have also estimated a model with �xed thresholds

and with nonzero misclassi�cation probabilities for adjacent categories only. This is the second model

with the restrictions p1;3 = p3;1 = 0. These restrictions are not rejected by an Andrews LR test

(test statistic 4.8; 5% critical value 9.8). Like the model with six misclassi�cation probabilities, this

model signi�cantly out performs ordered probit (Andrews LR test statistic 16.4; 5% critical value

7.9). It gives very similar slope coeÆcients as the unrestricted misclassi�cation model, but some of
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Given the data at hand, it will not be possible to disentangle misclassi�cation errors

from random thresholds or other sources of misspeci�cation of the ordered probit model

without making speci�c assumptions. If we are not interested in misclassi�cation errors

as such, but only in the e�ects of the regressors on speaking 
uency, we can avoid these

assumptions and use a semiparametric single index model.

3.3 Semiparametric Estimates

In Table 3, the semiparametric estimates using the estimator of Horowitz and Haerdle

(1996) are presented. The constant term is not estimated and, as before, the coeÆcient

of AGEENT is normalized to �1. Note that the sign of this coeÆcient is identi�ed,

due to the assumption that the link function is increasing. We �nd the same sign as

in the parametric models.

There are no guidelines for choosing the optimal bandwidth h in the kernel regres-

sions or for choosing the parameters c0 and c1 in estimating the parameters of the

discrete variables. Starting from the Horowitz and Haerdle (1996) choices (after rescal-

ing the dependent variable so that it has range in [0,1]), we performed some Monte

Carlo simulations with several values.6 In general, we found that the results were more

sensitive to the choice of c0 and c1 than to the choice of h. To give the reader some idea

about the sensitivity for these choices, we present two sets of results. Other choices led

to similar conclusions, though sometimes with much larger standard errors.

The standard errors of the semiparametric estimates can be computed in two ways.

First, the asymptotic distribution of the estimator as derived by Horowitz and Haerdle

(1996) can be used. The second option is to use bootstrapped standard errors. Our

Monte Carlo simulations suggest that the bootstrapped standard errors are closer to

the true standard errors than the asymptotic standard errors. We therefore present

the misclassi�cation probability estimates are rather di�erent.

6Detailed results of these are available upon request from the authors.
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Table 3: Semiparametric Estimation Results

h = 5; c0 = 0:3; c1 = 0:7 h = 3; c0 = 0:2; c1 = 0:8

Coe�. Bootst. s.e. Coe�. Bootst. s.e.

T -4.05 2.11 -4.31 1.82

Y 8.92 2.16 7.00 1.95

G 5.32 2.10 3.47 1.92

I 3.58 2.33 0.73 2.04

YSM 0.212 0.118 0.232 0.147

AGEENT -1.00 | -1.00 |

SCH 0.849 0.205 0.853 0.259

EDU 1.258 0.374 1.541 0.442

Note: the Dependent variable is rescaled to values 0, 0.5 and 1 to make the

scale comparable to the scale of a 0-1 variable used in Horowitz and Haerdle

(1996); this is needed to make comparable choices of smoothness parameters

h, c0 and c1.

the bootstrapped standard errors in Table 3.7 The bootstrapped standard errors on

the coeÆcients of the continuous variables are typically larger than the asymptotic

standard errors, suggesting that the asymptotic standard errors underestimate the

true ones. This seems a rather common �nding in the semiparametric literature (cf.

Horowitz (1993), for example). For the nationality dummies, however, some of the

asymptotic standard errors are larger than the bootstrapped standard errors.

The coeÆcients have the same sign as in the parametric models. Their order of

magnitude is in most cases also similar to that in the previous models. There are

some di�erences, but in most cases, con�dence intervals overlap. The e�ect of general

schooling (compared to the e�ect of age at entry) is not as strong as in the parametric

models with misclassi�cation errors. The same holds for years since migration, which is

no longer signi�cant at the 5% level. On the other hand, the di�erences between semi-

7A straightforward bootstrapping procedure is used, resampling 500 new data sets with replacement

from the original data set; the new data sets have the same number of observations (1185) as the

original data set.
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Table 4: Monte Carlo Results Semiparametric Estimator

h = 5; c0 = 0:3; c1 = 0:7 h = 3; c0 = 0:2; c1 = 0:8

Bias St. Deviation Bias St. Deviation

T -0.411 2.130 0.588 1.874

Y -4.571 2.489 -5.237 2.281

G -1.353 2.526 -1.813 2.130

I -1.172 2.301 -1.688 1.954

YSM -0.151 0.128 -0.060 0.178

AGEENT |- | |- |-

SCH -0.534 0.189 -0.539 0.292

EDU -0.209 0.281 -0.093 0.428

Note: dependent variable generated using ordered probit results in Table 2;

500 Monte Carlo replications; smoothness parameters chosen as in Table 3.

parametric and parametric estimates of the coeÆcients on the home country dummies

are not very large, compared to their standard errors. The semiparametric estimates

imply that Turkish immigrants are less 
uent than the reference group of Spanish im-

migrants, with a di�erence which is on the edge of being signi�cant. Greek and Italian

immigrants are no longer signi�cantly di�erent from the Spanish immigrants.

Neither the bootstrapped, nor the asymptotic standard errors are uniformly larger

than in the parametric models. All estimators converge at the same rate, but if (one

of) the parametric model(s) is not misspeci�ed, the parametric ML estimator would be

asymptotically more eÆcient. Smaller estimated standard errors for the semiparametric

estimates can be due to �nite sampling error in estimating the standard errors, or due

to misspeci�cation of the parametric models.

In general, most of the semiparametric parameter estimates are closer to zero than

in the parametric models. To investigate whether this is due to misspeci�cation of

the parametric models, or due to �nite sample bias in the semiparametric estimates,

we present a brief summary of our Monte Carlo results in Table 4. Here the exoge-

nous variables are the observed data (1185 observations), but the dependent variable is
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generated using the ordered probit model estimates in Table 2. The results are based

upon 500 independent Monte Carlo draws. We �nd that the di�erences between semi-

parametric and parametric estimates can to a large extent be attributed to the �nite

sample bias in the semiparametric estimates. This bias appears to be substantial for

the data at hand. For example, the �nite sample bias towards zero on the coeÆcient of

years since migration is 20% to 40% of the true value. If the semiparametric estimate

in Table 3 would be corrected for this, the semiparametric estimate would come much

closer to its parametric counterparts. Similar results hold for most other parameters.

In �gure 1, we have drawn the estimated link function H in (12) for the �rst set of

smoothness parameters in Table 3. For the other set of smoothness parameters, the �g-

ure looks very similar.8 The �gure also contains 95 percent uniform con�dence bounds

(based upon Haerdle and Linton (1994)). The estimated link function is increasing on

its full domain, except at very low values of the index, for which the estimates are not

8We use the quartic kernel. The bandwidth is chosen by visual inspection.
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very precise due to the small number of observations in that region. In an ordered

response model without misclassi�cation, the value of the link function should tend to

1 if the index value tends to �1. The �gure suggests that this is not the case. This

could be due to misclassi�cation of those with low speaking 
uency (y = 1).

3.4 Comparison of the Three Models

In this subsection we compare two parametric models and the semiparametric model.

We do not consider the models with random thresholds, since their predictions are

very close to those with �xed thresholds. Similarly, we only look at the semiparametric

model with the �rst set of smoothness parameters in Table 3, since the other set gives

very similar results. First, we look at predictions, i.e. the estimated (conditional)

probabilities of bad, intermediate and good speaking 
uency (given x), or the condi-

tional mean of the outcome y or z (coded 1, 2 or 3), which summarizes these three

probabilities in a linear combination. In the ordered probit model, observed and true

speaking 
uency (y and z) coincide, but in the model with misclassi�cation errors they

do not. Comparing predictions of observed and true speaking 
uency should tell us

how di�erent the implications of the two parametric models are. The semiparametric

model only identi�es the observed speaking 
uency probabilities, and we compare these

with those of the two parametric models. Finally, we formally test for misspeci�cation

of the parametric models, using a graphical test against a semiparametric single index

alternative.

The means and standard deviations of the predictions of the observed outcomes are

similar in the three models.9 The mean predictions are also similar to the sample means

of the outcomes. Larger di�erences are found with the predictions of the true outcomes

9For the parametric models, the predictions are straightforward functions of the estimated pa-

rameters. For the semiparametric model, predicted probabilities can be obtained by nonparametric

regression of the dummies for good (including very good) or bad (including very bad) on the index.

This is similar to the nonparametric estimator of H discussed above.
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according to the misclassi�cation model. In particular, the average predictions of bad

or good true 
uency are larger than the corresponding predictions for observed 
uency.

Accordingly, the sample dispersion of the predictions for z, the speaking 
uency variable

free of misclassi�cation error, is larger than that for the predictions of y, the observed

speaking 
uency indicator.

In Figure 2, we present a scatter plot of the predicted probabilities of speaking the

language well or very well according to the two parametric models. For the misclassi-

�cation model (vertical axis), the �gure shows the predictions of the latent variable z.

For the ordered probit model (horizontal axis and 45 degree line), predictions of y and

z coincide. We �nd that the misclassi�cation model leads to more probability estimates

close to zero or one than the ordered probit model, explaining the large dispersion in

P̂ [z = 3jx] according to the misclassi�cation model. Still, the correlation between the

two sets of predictions is quite large (the sample correlation coeÆcient is 0.96).

In Figure 3, we compare predictions of the probability that individuals report good

or very good speaking 
uency. In the misclassi�cation model, the probability of report-

ing good or very good 
uency is never close to one or zero. For most observations with

predicted probabilities not close to one or zero, the predictions according to ordered

probit and misclassi�cation models are similar. Again, the correlation coeÆcient is
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about 0.96.

The substantial di�erences between latent and observed outcomes in the misclassi�-

cation model con�rm the conclusion from the misclassi�cation probabilities in Table 2:

generalizing the ordered probit model by incorporating misclassi�cation probabilities

is useful in this empirical example. While the predictions for the reported variable y

are similar for ordered probit and misclassi�cation model, except for observations in

the tails, the predictions for the latent variable z are not.10

In a similar way, we have compared the predictions of the reported outcomes ac-

cording to the semiparametric model with those of the ordered probit model and those

of the misclassi�cation model. In most cases, all three predictions are similar. This is

con�rmed by the sample correlation coeÆcients, which all exceed 0.9. Thus in spite of

the apparent di�erences between the parametric and semiparametric estimates which

we saw in the previous subsection, most predictions are similar.

Misspeci�cation Tests of Parametric Models

In Figure 4, we present a graphical tests of the parametric model with misclassi�cation

against a semiparametric single index alternative. This test is similar to the test pro-

posed by Horowitz (1993) for the parametric binary choice model. The null hypothesis

is that the parametric model is correctly speci�ed; the test should have some power in

the direction of the semiparametric alternative which we discussed, but it is not clear

whether it has power in other directions of misspeci�cation (such as other than single

index models).

The �gure presents two functions of the index estimate x
0
b=s, where b and s are

the parametric estimates of � and � in Table 2. The solid line re
ects the predicted

probabilities P̂ [yi = 3jxi] = P̂ [yi = 3jx0ib=s] according to the parametric model, as

a function of x0ib=s. The circles are nonparametric kernel regression estimates of the

10We come to the same conclusions when we draw �gures of the probability of bad or very bad

speaking 
uency. These �gures are not reported.
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observed dummy indicator variable I(yi = 3) on the same index x
0

ib=s. The dashed

lines are nonparametric uniform 95% con�dence bands around these kernel estimates.11

Under the null hypothesis that the parametric model is speci�ed correctly, b=s is

consistent for �=�. In that case, the parametric formula for the predicted probability

P̂ [yi = 3jxi] is consistent for P [yi = 3jxi]. The null hypothesis, however, also implies

that P [yi = 3jxi] is a single index function of x0i�, and b=s is a consistent estimate of

this single index (up to scale). The nonparametric curve is the estimated link function,

and it will also be consistent for P [yi = 3jxi]. Thus, under the null, both curves

are consistent for the same function, and should be similar. The null hypothesis will

thus be rejected if the nonparametric (circled) curve is signi�cantly di�erent from the

parametric (solid) curve. Since the parametric curve is based upon estimates which

converge at rate
p
n, while the nonparametric curve converges at the lower rate n0:4,

the imprecision in the former curve can be neglected compared to that in the latter,

and the (asymptotic) test can be based on the uniform con�dence bands around the

nonparametric curve.

11Since the estimator b=s converges to �=� at rate root n, which is faster rate than the rate of con-

vergence of the nonparametric estimator, the standard errors of b and s are asymptotically negligible,

and the uniform con�dence bands are calculated as if b=s were known.
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The result is that the solid curve is everywhere between the uniform con�dence

bands, so that the parametric model cannot be rejected.12 This can be seen as support

in favor of the parametric misclassi�cation model. It should be admitted, however,

that the same test cannot reject the ordered probit model either, while we already saw

that this model is rejected against the model with misclassi�cation errors. This casts

doubt on the power of this type of test. In particular, most of the di�erence between

ordered probit and misclassi�cation model predictions is for values of the index in the

tails (see Figure 3). In that region, the width between the uniform con�dence bands

shows that nonparametric estimates are not very accurate.

4 Summary and Conclusions

In models with ordered categorical dependent variables where the categorical assign-

ment is based on subjective self-reported evaluations, misclassi�cation is likely to be

considerable, and may lead to seriously biased parameter estimates and predictions.

Parametric estimators which incorporate and estimate misclassi�cation probabilities,

as well as semiparametric estimators, are an alternative to standard parametric mod-

els. Extending the work of Lee and Porter (1984) and Hausman et al. (1998), we have

introduced a parametric model which incorporates misclassi�cation probabilities for

the case of more than two ordered categories. We show that this model is a special

case of a semiparametric single index model which, if misclassi�cation probabilities are

not too large, satis�es some monotonicity condition. It can therefore be estimated with

a recently developed estimator of Horowitz and Haerdle (1996).

We analyze the determinants of immigrants' language pro�ciency pro�ciency, and

compare the results of the standard model with those of the parametric model with

misclassi�cation and with the semiparametric results. In all models, the signs of the

estimated slope coeÆcients are the same. Magnitudes and signi�cance levels of the

12The same conclusion is obtained if P [y
i
= 1jx0

i
b] is used instead of P [y

i
= 3jx

i
].
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e�ects vary, however. Monte Carlo simulations and tests suggest that the parametric

model allowing for misclassi�cation errors performs well in describing the data, and that

the di�erences between the estimates of that model and the semiparametric estimates

may be due to �nite sample bias in the semiparametric estimates. We also consider

a model with random category thresholds, but this does not add much to the �xed

thresholds case.

When analysis categorical variables which are likely to su�er from misclassi�cation,

the misclassi�cation model and the semiparametric estimator we have suggested appear

to be a substantial improvement. The parametric misclassi�cation model is also easy to

implement, and it gives predictions of the true categorization. It also provides estimates

of the misclassi�cation probabilities, which may be also of interest. A shortcoming

of the model is that probabilities of misclassi�cation in intermediate categories are

not precisely estimated, since their identi�cation relies on parametric assumptions.

Better estimates of all misclassi�cation probabilities would require additional data, for

example alternative measurements (Charette and Meng (1994)), or panel data. This

is on our research agenda.
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Appendix: Testing the null hypothesis of no misclas-

si�cation errors

In this appendix we discuss how to test the null hypothesis H0: pjk = 0; j; k =

1; 2; 3; j 6= k against the alternative pjk > 0 for at least one pair j 6= k. Since the

model is not de�ned for pjk < 0, the parameter vector cannot be an internal point of

the parameter space under the null hypothesis, which implies that standard asymptotic

theory of the ML estimator does not apply. Andrews (1999) explains how to derive the

asymptotic distribution of an estimator when the true parameter value is on the bound-

ary of the parameter space for a very general class of estimators and allowing for non

i.i.d. observations, and our maximum likelihood framework with i.i.d. observations is

a special case of this. In Andrews (1998b), it is explained how the results in Andrews

(1999) can be used to determine the asymptotic distribution of the quasi-likelihood

ratio test statistic. This is what we will apply here.13

A �rst important feature of the test is that inequality constraints are tested rather

than equality restrictions. In line with the literature going back to Cherno� (1954),

this implies that the likelihood ratio test statistic is not asymptotically chi-squared,

but some mixture of chi-squared distributions. For testing inequality constraints where

the true parameter vector is in the interior of the parameter space, several procedures

have been designed which are relatively easy to apply in practice. See, for example,

Andrews (1998a) or Szroeter (1997). None of these can be applied in our case however,

since - as discussed above - the true parameter vector is not in the interior of the

parameter space under the null.

The basic idea of the Andrews (1999, 1998b) approach to deal with this problem is

that the log likelihood near the true parameter values can still be approximated by a

quadratic function, using �rst and second order partial left or right derivatives. Since

13Andrews (1998b) also allows for nuisance parameters which play a role under the alternative only

(and are thus not identi�ed under the null). Such parameters do not appear in our case.
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pj;k < 0 is not feasible but right partial derivatives are. Their continuity properties

imply that the second order approximation remains useful for deriving the asymptotic

distribution of the likelihood ratio test statistic.

Theorem 4 in Andrews (1998b) provides the required results.14 It is straightforward

to check that the regularity assumptions required for this theorem are all satis�ed in

our example, using that observations are i.i.d., ML estimation is used, the log likelihood

has continuous right partial derivatives of second order, and the parameter space has

the form of a convex cone. Checking the regularity conditions is basically the same as

for the example of a random coeÆcients model given in Andrews (1999).

Let LR be the likelihood ratio test statistic: 2(ln L1� ln L0), where L1 is the unre-

stricted maximum value of the likelihood (allowing for all values pj;k � 0) and L0 is the

restricted maximum (imposing pj;k = 0 for all j; k = 1; 2; 3; j. The parameter vector

can be written as � = (�01; �
0

2)
0, where �2 contains the six misclassi�cation probabilities

p1;2; : : : ; p3;2 and �1 contains the other 10 (unrestricted) parameters of the model. The

parameter space can be written as V = (�1;1)10 x [0;1)6), and the null hypothesis

is � 2 V0 = (�1;1)10 x f0g6.15 Let J be minus the expected value of the Hessian of

the log likelihood contribution of a random observation at the true parameter values,

which, under the null, can be consistently estimated in the usual way by Ĵ , the sample

mean of the matrix of second order partial derivatives at each observation, evaluated

at the restricted ML estimates. Similarly, let I be the expected value of the outer

product of the gradient of the log likelihood contribution of a random observation, and

Î its natural estimate under the null. The only di�erence with the usual case of an

internal point of the parameter space is that right partial derivatives are used for the

parameters pj;k.

14We only need the special case without nuisance parameters which are unidenti�ed under the null.

The result for this special case follows also from Theorem 3 in Andrews (1999).

15We ignore the obvious lower bounds on some of the other parameters (the standard deviation of

the error term � and the threshold m2), since these are not binding and do not matter for the local

approximations.
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Theorem 4 in Andrews (1998b) now implies that LR has the same asymptotic

distribution as

Inf[�2V0] q(�)� Inf[�2V ] q(�) (20)

with

q(�) = (� � Z)0J(� � Z); Z � N(0; J�1
IJ

�1) (21)

The asymptotic distribution of LR can thus be obtained by

� plugging in the estimates Ĵ for J and Î for I,16

� generating multivariate normal draws of Z,

� solving the two quadratic programming problems for each draw,

� considering the thus obtained simulated distribution of the di�erence between

the two minimum values.

With our estimates, this procedure gave a 5% critical value of about 8.6 for the

LR statistic.17 The realization of the LR statistic is 21.3 (see Table 2), so that the

null is rejected. The conclusion is that the misclassi�cation probabilities are jointly

signi�cantly di�erent from zero.

16As in the usual ML case, I and J coincide under the null, so an asymptotically equivalent procedure

would be to use an estimate for only one of them.

17As expected, this is smaller than the corresponding chi-square critical value with six degrees of

freedom, which would be obtained in the standard case with equality restrictions at an internal point.
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