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ABSTRACT

IZA DP No. 18224 OCTOBER 2025

How AI-Augmented Training Improves 
Worker Productivity*

We analyze the impact of AI-augmented training on worker productivity in a financial 

services company. The company introduced an AI tool that provides performance feedback 

on call center agents to guide their training. To estimate causal effects, we exploit the 

staggered roll out of the AI-tool. The AI-augmented training reduces call handling time by 

10 percent. We find larger effects for short-tenured workers because they spend less time 

putting clients on hold. But the AI-augmented training also improves communication style 

with relatively stronger effects for long-tenured agents, and we find slightly positive effects 

on customer satisfaction.
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I Introduction

Artificial intelligence (AI) has drawn significant attention for its potential to reshape

economic activity. A growing body of research shows the productivity gains from AI,

primarily in controlled laboratory settings1 but increasingly in real-world environments

(Brynjolfsson et al., 2025; Dillon et al., 2025; Dell’Acqua et al., 2025). Most of these

studies focus on AI’s direct productivity e!ects for workers who use general-purpose AI

tools—such as ChatGPT and Microsoft Copilot—to support their work tasks. However,

AI adoption may also generate indirect productivity e!ects that extend to workers who

do not themselves use AI. For example, AI can improve managerial decision-making,

feedback, and training processes, thereby raising the productivity of non-users through

better guidance, training, and coordination within organizations (Luo et al., 2021; Riedl

and Bogert, 2024).

Particularly, AI-augmented training can be valuable in sectors that handle large vol-

umes of digital data, and face high worker turnover, such as the service industry. A recent

survey2 found that, among HR departments using AI, 43 percent apply it to learning and

development. Moreover, companies like MetLife and Zoom are already using AI to im-

prove training for their service agents. With their computational power, scalability, and

cost-e!ectiveness, AI tools can process vast amounts of performance data and generate

detailed, data-driven feedback tailored to individual workers’ training needs (see, e.g.,

Council, 2019).

We study how introducing a labor-augmenting AI tool into the training system for

customer contact agents impacts worker productivity. The intervention takes place at

a major European financial services firm that manages over €500 million in assets and

serves more than one million active customers. The company’s setup is ideal for es-

timating causal e!ects. First, the company conducted a staggered introduction of the

AI-augmented training system across geographically separated teams. Second, the com-

pany provides rich AI-generated data on worker productivity and call content for all

agents in both the treatment and control groups, covering the entire observation pe-

riod—including the time before the use of the AI-generated data in training. Third, the

company requires the agents to participate in the training, thereby allowing us to go be-

yond intention-to-treat e!ects and to estimate treatment-on-the-treated e!ects. Fourth,

the company assigned each team a trainer who exclusively trained that team through-

out the observation period. Fifth, agents handle only incoming calls, which are always

randomly assigned to them.

More specifically, each call center agent is assigned to one of five teams that are located

in geographically separated regions. The agents receive one-on-one training sessions of 30

1Choi and Schwarcz (2024); Dell’Acqua et al. (2023); Fogliato et al. (2022); Freeman et al. (2024);
Noy and Zhang (2023)

2(Society for Human Resource Management , SHRM)
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to 60 minutes every two weeks from trainers who are each responsible for one of the five

teams. Before using the AI-generated data throughout the training sessions, the trainers

had simply selected three calls per agent for review and feedback. First in May and then

in July 2023, the trainers from two teams received AI-generated performance data cov-

ering all of their agents’ calls. While the overall training structure remained unchanged,

this data enabled the trainers to provide more individualized and targeted feedback on the

agents’ productivity, such as handling time—but also quality aspects of the agent-client

conversation such as communication style. We exploit this staggered introduction to esti-

mate the causal e!ect of the AI-augmented training sessions on the agents’ productivity,

using Callaway and Sant’Anna (2021) event-study approach to account for dynamic and

heterogeneous treatment e!ects.

Our data contains more than 180, 000 calls of approximately 150 agents throughout an

entire year. The data includes quantitative information on call quality (e.g., total handle

time, speaking time, hold time, and call frequency) and detailed information about the

agents’ communication style, particularly their usage of diminutives, hedge words, and

filler words. In addition, we have detailed information about call topics and customer

satisfaction ratings.

We find that the AI-augmented training reduced agents’ Average Handle Time (AHT)

by approximately 60 seconds, corresponding to a marginal e!ect of about 9 percent

relative to their pre-treatment average. The largest e!ects—driven by a reduction in

very long calls, during which agents put clients on hold to seek help from coworkers or

information from the company’s information systems—occurred at the upper end of the

handle time distribution. However, we also observe substantial reductions in e!ective

speaking time, with e!ects occurring more uniformly across the distribution.

As in previous studies (Brynjolfsson et al., 2025), the productivity gains were signifi-

cantly larger for short-tenured agents (17 percent) than for long-tenured ones (7 percent),

suggesting that the AI-augmented training helped less-experienced workers move up the

experience curve more rapidly. However, we also find meaningful e!ects for agents with

longer tenure, although their improvements occurred along di!erent margins of call qual-

ity. While long-tenured workers were more likely to reduce their e!ective speaking time by

improving their communication style—using fewer filler words and hedge words—short-

tenured workers showed greater improvements in handling previously di”cult topics and

reducing the duration of putting clients on hold.

We further find that productivity gains go hand in hand with improved customer

satisfaction, although these e!ects are only marginally significant. Because the company’s

call center is an inbound center where agents cannot influence the frequency of incoming

calls, we do not find a positive e!ect on the average number of handled calls per day.

However, we observe large positive e!ects at the upper end of the distribution (at the 75th

and 90th percentiles), suggesting that agents were able to handle more calls in periods
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with a high number of incoming inquiries.

Our results are robust to the use of other estimators and whether we use a larger

sample—including more experienced never-treated agents—or a smaller sample of only

not-yet-treated agents, who are likely more comparable to the treated group. Moreover, a

specification that relies exclusively on treated and control agents located in geographically

distant regions suggests that our results do not su!er from a violation of the stable unit

value treatment assumption (SUTVA).

This paper contributes to the large body of research analyzing the productivity e!ects

of technology adoption. While many earlier studies examined the impact of previous IT

technologies on worker or company productivity (Bartel et al., 2007; Acemoglu et al.,

2007; Bloom et al., 2014), more recent studies focused on the e!ects of AI on worker per-

formance. This research includes experiments with professionals performing tasks under

controlled laboratory conditions (e.g., Peng et al., 2023; Noy and Zhang, 2023; Dell’Acqua

et al., 2025; Cui et al., 2025; Agarwal et al., 2023; Choi and Schwarcz, 2024). Moreover,

a smaller literature has evaluated the e!ects of AI adoption on worker productivity in

real workplace settings, often exploiting staggered introductions of AI tools or field ex-

periments within companies (e.g., Dillon et al., 2025; Brynjolfsson et al., 2025; Kanazawa

et al., 2025; Otis et al., 2023; Luo et al., 2021).

We contribute to this literature in several ways. First by providing novel evidence

on an important but less-studied channel through which AI a!ects worker productivity:

indirect exposure via AI-augmented training. While most studies examine the direct

e!ects of generative AI tools that workers use in their day-to-day tasks, our study shows

that non-generative AI tools can improve productivity in a similarly substantial way, even

when operating only behind the scenes to enhance training content. If workers do not

directly use AI tools in their daily routines, as in our case, they are less likely to su!er

from either the cyborg e!ect—i.e., blindly following AI-generated instructions—or from

information overload (Dell’Acqua et al., 2025; Luo et al., 2021).

Second, we contribute to this literature by providing more nuanced evidence on how

AI-augmented training a!ects worker productivity across levels of tenure. For example,

Brynjolfsson et al. (2025) show that while AI particularly benefits younger and less able

call center agents, it can slightly hamper performance among the most able workers who

followed the AI tool’s suggestions. Similarly, Peng et al. (2023) and Cui et al. (2025)

find larger productivity gains for short-tenured and older programmers; Kanazawa et

al. (2025) for lower-skilled taxi drivers; and Dell’Acqua et al. (2025) for lower-skilled

consultants. In contrast, Otis et al. (2023) found that high-performing entrepreneurs

benefited more from generative AI than their lower-performing peers.

A key contribution of our analysis is to show that short- and long-tenured agents

benefit along di!erent margins. Specifically, AI-augmented training helps less experi-

enced agents by closing substantial knowledge gaps and reducing beginner mistakes. For
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long-tenured agents, our results suggest that AI-augmented training improves their pro-

ductivity by enhancing the detail and precision of their communication style. In this way,

the AI-augmented training contributed to a reduction in productivity di!erences across

workers.

Third, our study also relates to the literature on the productivity e!ects of manage-

ment practices in general and the e!ects of worker training in particular. A large body of

research has shown that targeted interventions—such as performance monitoring, person-

alized feedback, or structured training—can lead to substantial productivity gains. For

example, Gosnell et al. (2020) show that performance monitoring and the provision of

personalized target information significantly improved the productivity of airline pilots.

Wheeler et al. (2022) shows that job readiness training for LinkedIn increases employ-

ment opportunities for job seekers, and Renée (2025) finds that career counseling and

providing information improves the careers of students. Sauermann (2023) and Espinosa

and Stanton (2022) document substantial productivity gains from on-the-job training, in-

cluding spillover e!ects to coworkers and managers. We extend this literature by showing

that training tailored to detailed, individual-specific performance measures can further

improve productivity in a more scalable and targeted manner, highlighting the benefits

of personalized, adaptive interventions over one-size-fits-all approaches.

The remaining paper is structured as follows. Section II describes the customer service

department, and Section III describes the training program. Section IV explains the

identification and empirical strategy. Section V presents the data and provides summary

statistics. Section VI presents the results, and Section VII concludes.

II The customer service department

We evaluate the productivity e!ects of an AI-augmented training program in the cus-

tomer service department of a large financial asset manager in Western Europe. In terms

of structure and scale, the company is comparable with global peers such as CalPERS

(U.S.), Canada Pension Plan Investment Board (CPPIB), and Japan’s Government Pen-

sion Investment Fund (GPIF). The company generates revenue primarily by charging fees

for managing assets above e540 Billion on behalf of more than 3 Million participating

customers.

The call center and client service model operated by this company is representa-

tive of broader practices among major financial companies for two key reasons: First,

like other large financial intermediaries (e.g., pension funds and insurers), the company

serves millions of beneficiaries, requiring a centralized and professionalized customer con-

tact infrastructure. The call center handles high volumes of complex inquiries. Second,

like its peers across Europe, this company uses service-level benchmarks, call tracking,

and customer satisfaction metrics aligned with both internal performance standards and
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external supervisory expectations. The call center sta! are well-trained public-facing

professionals, covered by sectoral agreements, reflecting broader European employment

practices in finance. The role of the call center is integrated into the broader administra-

tive architecture.

During our observation period from February through December 2023, the department

employed 147 agents, who handled a total of 187, 839 calls—an average of 24, 000 calls

per agent per month, with an average call length of about 508 seconds. The agents’ pri-

mary responsibility is to handle incoming customer calls involving questions, problems, or

complaints related to the company’s financial services. They also respond to emails and

perform various administrative tasks. To ensure that customers receive and understand

accurate information, the company requires that agents have a solid understanding of its

services, e”cient strategies for finding relevant information, and strong communication

skills. As a result, the position requires a relatively high level of education—typically a

vocational or a Bachelor’s degree. Continuous changes to the rules governing the financial

products o!ered by the company require agents to regularly update their knowledge to

provide accurate and consistent information to clients. Workforce training therefore also

plays a critical role. Thus the setting is ideal for the implementation of AI-augmented

training. On the one hand, continuous training is essential for improving and maintain-

ing agent productivity, making measures that reduce training costs or increase training

e!ectiveness highly valuable to the company. On the other hand, the company records

detailed data on all agent calls, providing a key condition for implementing AI-based

solutions.

III The training program

Upon joining the department, agents complete a four-week introductory training course

that prepares them to handle calls and provides an overview of the most common call

topics and related services. Once active in the contact center, all agents regularly receive

on-the-job training through one-on-one sessions with a personal trainer. These sessions

last between 30 and 60 minutes and occur weekly to monthly, depending on the agent’s

needs. On average, agents receive training every other week, meaning that they all reg-

ularly participate in training. Only the most experienced agents do not participate in

the standard training program, instead receiving non-standard training on handling spe-

cific challenges they face. Although these agents never participate in the AI-augmented

training and are therefore never treated, we still have access to AI-generated performance

data for all agents for the entire observation period.

The trainers are former agents, each assigned to a dedicated team of call center agents,

who provide training exclusively within this team and tailor sessions to each agent’s indi-

vidual needs. The main purpose of the training is to improve agents’ overall performance
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by strengthening their communication skills, refining their problem-solving strategies,

and deepening their knowledge of the company’s products and processes.

III.A. Pre-AI training program

Prior to AI-augmented training, trainers did not have access to structured, computer-

generated data on agent performance. Instead, they selected three calls per agent from

the period (about a month) following the last training session. Using these calls, they (1)

wrote a report highlighting e!ective or ine!ective communication techniques, knowledge

gaps, and other problems and (2) discussed these reports with their agents during the

one-on-one training sessions.

Trainers selected calls either randomly or by call length. However, if they considered

certain calls inappropriate or irrelevant for training, they selected others. This restrictive

selection of training calls comes with significant shortcomings. The selected calls often

failed to reflect agents’ overall call quality, leading trainers to overlook important but less

frequent weaknesses in agents’ knowledge, performance, and communication style. In ac-

companying interviews we conducted with trainers and agents along with our quantitative

analysis, both groups regularly reported that the selected calls were unrepresentative, re-

sulting in poorly targeted training strategies. In some cases, the selections even caused

disagreements between trainers and agents, further complicating the training process.

III.B. Post-AI training program

The company chose to improve training by implementing an AI tool that analyzes call

center agents’ past calls and comprehensively assesses their performance based on all

calls. To examine all calls that each agent received, the AI tool relies on a supervised

learning natural language processing (NLP) classification algorithm—a rule-constrained,

non-generative NLP algorithm that processes call transcripts. The AI tool assigns pre-

defined labels that reflect e!ective or ine!ective communication techniques, the topic(s)

of the call, and the duration of speaking, silence, and hold time. As the company defined

all categories in advance, the AI tool did not identify patterns on its own (unlike, e.g.,

ChatGPT). Trainers access the AI-generated data through dashboards and reports in a

proprietary software system. They then decide what to share with the agents, who never

have direct access to the information.

The accompanying interviews revealed that both trainers and agents valued the ability

of the AI tool to detect subtle quality issues that had previously gone unnoticed (Eijken-

boom et al., 2025). They also appreciated its ability to confirm or challenge subjective

assessments of agent performance, emphasizing the way it supported their feedback with

detailed data. Moreover, when trainers showed agents the AI visualizations of their

progress across a broader range of call quality dimensions, the agents welcomed this rich
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set of information. Thus both trainers and agents generally agreed that the AI tool led

to improvements in agent productivity.

IV Identification and estimation strategy

IV.A. The staggered implementation of the AI-augmented training regime

As previously mentioned, the introduction of the AI tool provides a unique setting

for identifying the causal e!ect of the AI-augmented training on agents’ productivity.

Four factors make a causal assessment possible. First, the company introduced the AI-

augmented training at the team level (five teams in total), with agents remaining in

their assigned teams throughout the study period. As a result, they could not choose

whether or when to enter the AI-augmented training program, thereby eliminating any

self-selection bias and allowing us to go beyond the intention-to-treat e!ect by estimating

the average treatment e!ect on the treated (ATT).

More specifically, the company incorporated AI-generated performance data into

training through a staggered roll-out in May and July of 2023 (Figure 1), with the as-

signment of teams to treatment and control decided earlier, in February 2023. Moreover,

the company stated that it determined the order of the staggered introduction without

any specific goal or purpose in mind. Teams one and two received the treatment in May;

teams three and four, in July. The agents in team five constitute the control group, which

received no AI-augmented training throughout the observation period. However, after

our observation period ended, even team five received the treatment in November 2023.

—Figure 1 about here—

Second, as calls are randomly distributed across agents, call quality is not mechan-

ically related to the dynamics of the agents’ productivity. Third, as each trainer is ex-

clusively assigned to a specific team with the whole team consistently assigned to either

the treatment or the control group throughout the observation period, spillover e!ects

at the trainer level are unlikely. Fourth, as we have access to di!erent types of control

groups, and as teams of agents work in geographically separated regions, we can account

for potential spillovers at the agent level. Specifically, agents in teams one and two, who

received the May treatment, worked at the same location as the control group (team five).

In contrast, the other treatment groups (teams three and four), who received the July

treatment, were based at a di!erent, distant location. Therefore, spillovers from the May

to the July treatment are very unlikely, whereas spillover e!ects from the July treatment

to the control group might be a concern.

To tackle this concern, we use various control groups available in our data. On the one

hand, we rely on a group of very experienced agents who do not participate in the stan-

dard training program and are never treated. These agents are very proficient, with deep
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knowledge about virtually all aspects of their work. Given that they had substantially

smaller potential for improvement than less experienced agents, we can plausibly assume

that these experienced agents were too proficient to experience substantial spillover ef-

fects. On the other hand, we used the not-yet-treated workers from the July treatment

as a control group for the May treatment. As these agents worked in a separate location,

they were unlikely to be a!ected by spillovers. As we show in Appendix A.1, our results

remain stable regardless of which control group we use. Thus a violation of the stable

unit treatment value assumption (SUTVA) is not likely to be a concern in our setting.

IV.B. Estimation Strategy

We exploit the staggered introduction of AI-augmented training by estimating the fol-

lowing event study model.

yit =
3∑

k=→3

1(t = tis + k)ωk + xit + εt + ϑi + ϖit (1)

where yit denotes the outcome, capturing di!erent measures of productivity for the

agent i at time t. The coe”cients ωk are the main e!ects of interest and reflect the

relative di!erence in outcomes between treated and non-treated agents. The term tis

denotes the period of the implementation of the AI-augmented training for the agent i.

The set k = →3,→2, ..., 2, 3 defines the time periods spanning from three months before

the treatment to four months after. The last entire month without treatment is denoted

as -1, and the AI tool was rolled out in period 0. Thus Equation (1) allows us to both

analyze dynamic treatment e!ects and assess potential nonlinear pre-treatment trends in

outcomes. xit denotes a set of control variables that include a set of dummy variables

measuring the agents’ pre-treatment tenure. The term εt denotes a set of time fixed

e!ects, ϑi captures individual agent fixed e!ects, and eit is a normally distributed error

term with zero mean. To account for the potential correlation of error terms within

agents, standard errors are clustered at the agent level.

The key identification assumption of Equation (1) is that the outcomes of the treat-

ment and the control groups would have evolved in a parallel way in the absence of the

treatment, i.e., the introduction of the AI-augmented training program. However, even if

this assumption held, classic naive OLS estimates of the presented event studies may fail

to recover the ATT if the treatment e!ects are heterogeneous and dynamic. Instead, these

classic estimators yield a group and variance-weighted average of all possible combinations

of treatment e!ects for which some weights might even be negative (Goodman-Bacon,

2021). Recent studies have provided a variety of approaches for overcoming this con-

cern (Borusyak et al., 2024; Sun and Abraham, 2021; Callaway and Sant’Anna, 2021;

De Chaisemartin and D’Haultfœuille, 2020).
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Therefore, to carry out the majority of our estimates, we use the estimator proposed

by Callaway and Sant’Anna (2021). This estimator chops the data into sub-samples

of di!erent valid 2x2 di!erence-in-di!erences (DiD) comparisons that only include valid

combinations of treated, not yet treated, and never treated observations. The estimator

then computes a weighted average of the DiD estimates, with weights based on the sample

sizes of treated units in each treatment cohort. As a result, the Callaway and Sant’Anna

(2021) estimator recovers the ATT even when treatment e!ects are heterogeneous and

dynamic. Another key advantage of this estimator is its ability to account for time-

constant di!erences in pre-treatment characteristics through a re-weighting approach.

In addition to Callaway and Sant’Anna (2021), we also provide robustness checks using

regular two-way fixed e!ects models and other common estimators by Borusyak et al.

(2024), Sun and Abraham (2021), and De Chaisemartin and D’Haultfœuille (2020).

V Data and Summary Statistics

The company gave us access to a broad set of AI-generated performance data that trainers

actively use in the AI-augmented training program.3 A key advantage of our setting

is that the firm used the AI tool to generate performance data on all calls—including

those handled before the AI was implemented. We thus can track the same performance

measures both before and after the performance data was used to train agents, and for

all agents—regardless of whether they were ever treated.

The performance measures include quantitative indicators such as agents’ call handle

time, speaking time, silence time, and hold time. In addition, the data include customer

satisfaction, call topics, and nuanced measures of agents’ communication styles. All

measures are recorded at the call level. Because agents may take leave hours or work

irregular schedules, we follow Brynjolfsson et al. (2025) and aggregate the data at the

monthly level to capture more complete work and performance histories.

Our main performance measure is the agent’s Average Handle Time (AHT), which

includes all parts of a call: (1) speaking time, reflecting communication e”ciency; (2)

silence time, signaling breakdowns in the conversation; and (3) hold time, when the agent

searches for information or consults colleagues. Many comparable studies use AHT as

a productivity measure (e.g., Brynjolfsson et al., 2025; De Grip and Sauermann, 2012;

Liu and Batt, 2007), and AHT is also the company’s most important key performance

indicator. While shorter AHT enables agents to handle more calls per day, in our context,

this benefit materializes only on busy days with high call volumes—because we study

an inbound call center. More importantly, a shorter handle time gives agents more

time to conduct their other responsibilities, such as responding to emails or handling

3For privacy reasons, the data is stored on a protected server. Upon request, we will be able to make
the data available for replication upon request.
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administrative duties.

The company’s training explicitly aimed at reducing AHT below 600 seconds—both

before and after the AI-generated data was introduced into the training process. More-

over, the company does not collect alternative performance measures, such as the resolu-

tion rate used in Brynjolfsson et al. (2025), because virtually all incoming client queries

are eventually resolved either by the agent alone or with support from others.

Our measures for communication style are dummy variables indicating filler words,

diminutives, and hedge words. Filler words such as “just” or “um” add redundancy and

increase speaking time. Diminutives such as “sec” for “second” or “info” for “information”

can lead to misunderstandings, while hedge words such as “maybe” or “I think” signal

uncertainty and may undermine customer confidence. These indicators capture more

nuanced aspects of call quality than standard metrics (e.g., AHT) or hold time. Even

highly capable agents who resolve calls e”ciently and rarely place clients on hold may

show subtle communication flaws—gaps that can be filled with AI-augmented training.

Moreover, we have detailed AI-generated information on call topics and agents’ com-

munication style. The AI tool identifies the main topic of each call (e.g., financial issues

related to retirement, a deceased person, or unemployment), allowing us to pinpoint spe-

cific areas where individual agents may find challenging or have knowledge deficits. For

example, some agents may have long call handle times when discussing death-related

issues, while others frequently place clients on hold when handling received pension pay-

ments.

In addition to these outcome measures, the data includes information on teams and

their operating locations, the type of contract, the training program (i.e., standard or non-

standard in case of experienced workers), and an indicator for tenure. Unfortunately, due

to the company’s strict data protection requirements, we are only allowed to use a measure

of tenure that distinguishes among agents with 0–4 months, 5–12 months, and more than

12 months of tenure. Moreover, we have no information on the agent’s education, gender,

or other personal data.

Table 1 summarizes the available individual and monthly observations in the sample.

Over the observation period, the agents handled more than 180, 000 calls, and we observed

a total of 147 agents: 84 are in the treated teams (teams 1 through 4), while 63 are in

team 5, the control group. Overall, the data contains 957 person-month observations—

440 in the treatment group and 517 in the control group. The last row shows that about

40 percent of the agents are experienced workers who were never treated because they

were not part of the standard training program. All of these experienced workers were

part of the regular control group in team 5.

—Table 1 about here—

Given their proficiency, these agents are on a flatter experience profile than short-
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tenured agents, making them an ideal control group for capturing unobserved common

trends, such as seasonal shifts in call volume. However, one potential concern is that

our estimates might be biased precisely because these agents follow di!erent trends than

less-tenured agents in the treatment group. To eliminate this concern, most of our specifi-

cations account for agents’ pre-treatment tenure through reweighting, and we also report

specifications that rely exclusively on not-yet-treated agents as controls.

Table 2 presents summary statistics for all agents in the baseline period, i.e., one

month before the treatment. The first three columns show results for the May treatment;

the following columns for the July treatment. On average, agents in the treatment group

have longer average handle time, speaking time, silence time, and hold time than those

in the control group (Columns 1, 2, 4, and 5). They are also more likely to use filler

words, diminutives, and hedge words. These di!erences are hardly surprising because the

control group agents are more experienced than those in the treatment group. Although

balancing pre-treatment characteristics is not required for identifying causal e!ects in a

DiD framework, most of our specifications account for di!erences in agents’ pre-treatment

tenure through reweighting. Columns 3 and 6 show that applying the Callaway and

Sant’Anna (2021) weights substantially improves balance across most characteristics.

—Table 2 about here—

VI Results

VI.A. Main productivity e!ects on Average Handle Time (AHT)

Figure 2 presents estimates from a classic two-way fixed e!ects event study based on

Equation (1), where the outcome variable is our main productivity measure, the AHT

of calls. The horizontal axis displays the months relative to the implementation of the

AI-augmented training, while the vertical axis shows the conditional di!erence in AHT

before and after implementation. The figure reports results from two specifications of the

regression model. Gray triangles display the weekly estimates, with gray lines indicating

their corresponding 95 percent confidence intervals. Black dots show the monthly esti-

mates, with capped spikes representing their confidence intervals. Both models include

agent and time fixed e!ects, and standard errors are clustered at the individual level.

—Figure 2 about here—

Our main identification assumption is that average outcomes for the treatment and

control groups would have followed parallel trends in the absence of treatment. Although

we cannot test this assumption directly, Figure 2 provides support for its validity. Between

treated and non-treated agents, we do not observe any pre-treatment AHT di!erences
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that are statistically di!erent from zero at conventional significance levels. The weekly es-

timates in particular o!er a more granular view of the pre-treatment period and—despite

somewhat larger heterogeneity—show pre-treatment di!erences that are mostly close to

zero.

In response to the treatment, a clear negative gap in AHT emerges between agents in

the treatment and control groups—at both weekly and monthly levels. In the treatment

month, the e!ect amounts to about →60 seconds, gradually increasing to about →120

seconds. The first column of Table 3 shows that the average e!ect of this specification

is about →68 seconds, which corresponds to a marginal e!ect of →11 percent relative to

the agents’ pre-treatment AHT of 636 seconds.

—Table 3 about here—

As mentioned in Section IV.B., classic two-way fixed e!ects (TWFE) models may

be biased because they rely on forbidden comparisons between already treated and not-

yet-treated observations. To overcome this bias, Figure 3 presents estimation results

based on the approach proposed by Callaway and Sant’Anna (2021) for each treatment

separately. The estimation approach relies on both never treated and not-yet-treated

agents as controls.

—Figure 3 about here—

Both the May and July treatments yield qualitatively similar e!ects to the naive event

study in Figure 2. However, the TWFE version of the Callaway and Sant’Anna (2021)

estimator, reported in Column 2 of Table 3, shows a slightly larger negative average e!ect

(approximately →92 seconds, or →14 percent).4

Unlike those in the treatment group, many agents in the control group are, on average,

more experienced and, because of this, did not participate in the training program during

our observation period (though they did participate in regular training earlier in their

careers). Comparing these long-tenured agents (who are likely to be on a flat learning

curve) to the less-tenured agents in the treatment group (who are likely to be on a

steeper learning curve) might bias the coe”cient estimate on AHT downward. Therefore,

Column 3 of Table 3 controls for pre-treatment tenure and yields an estimated e!ect

of about →60 seconds, or →9 percent. Overall, the specification of Column (3) is our

preferred specification, yielding an e!ect size that closely matches that of Brynjolfsson

et al. (2025), who find that the direct introduction of AI assistance in customer service

reduces agents’ chat time by 8.5 percent. Therefore, our results indicate that using AI

4OLS event study models with event-time dummies are often more similar to the estimator proposed
by Callaway and Sant’Anna (2021) than the TWFE specification with a single post-treatment indicator.
Event-time dummies allow treatment e!ects to vary over time and can partially mitigate bias from
inappropriate comparisons across cohorts at di!erent stages of treatment.
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insights to inform training—rather than intervening directly in real time—may be an

equally e!ective approach to improving worker productivity.

Specifications 4 throughout 6 provide further robustness checks by excluding expe-

rienced never-treated agents who did not participate in the standard training program

(Columns 4 and 6), and by excluding very short-tenured agents who were not present

throughout the entire observation period (Columns 5 and 6).5 All three specifications lead

to quantitatively similar e!ects.Appendix A.1 analyzes a potential violation of SUTVA

by restricting the sample to the treatment group of the May treatment and using only

the not-yet-treated agents of the July treatment as controls. This specification is un-

likely to su!er from spillover e!ects because the a!ected teams are located in distant

sites where interaction between agents hardly exists. Appendix A.1 comfortingly shows

that the results do not change. Appendix A.2 shows that the most commonly used al-

ternative approaches for correcting for bias in classic TWFE models yield virtually the

same results.

VI.B. Distributional e!ects at di!erent productivity margins

A large literature has analyzed the distributional e!ects of modern technologies, partic-

ularly IT (Autor et al., 1998, 2003; Goos et al., 2014). That literature shows that while

earlier technologies such as IT primarily replaced the routine tasks of less skilled workers,

they complemented the non-routine tasks of more skilled workers. In contrast, the main

advantage of AI lies in its ability to process large volumes of data to generate useful infor-

mation on individual problems. In our case, the AI tool analyzed massive amounts of call

data to deliver highly individualized performance feedback and to identify personal gaps

in process and product knowledge. Consistent with this idea, interviews with both agents

and trainers highlight two main channels through which the AI tool may have improved

agents’ productivity. First, the AI-generated feedback may have helped agents to refine

their communication style. Second, it may have supported trainers in more accurately

identifying topic-specific knowledge gaps during training sessions.

In the following, we analyze the productivity e!ects of AI-augmented training across

the entire outcome distribution and along three additional productivity margins—speaking

time, hold time, and silence time. To analyze distributional e!ects, we transform the de-

pendent variables using re-centered influence functions (RIF), as proposed by Firpo et

al. (2009). In contrast to raw quantiles, RIFs are linear in expectation and can therefore

be used as dependent variables in a regression framework analogous to the Callaway and

Sant’Anna (2021) approach. The resulting coe”cient estimates capture unconditional

distributional e!ects, indicating whether the outcome distribution has shifted at di!erent

percentiles in response to the treatment. All regressions account for tenure, as well as

5Excluding these agents restricts the sample to only those agents with at least three months of tenure.
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individual agent and time fixed e!ects. Figure 4 presents the results.

—Figure 4 about here—

The upper panel on the left side of the figure analyzes AHT—our main outcome

measure. The y-axis shows the e!ect sizes of the coe”cient estimates, as estimated using

the Callaway and Sant’Anna (2021) version of Equation (1). The first coe”cient estimate

(black dot and dashed line) presents the average ATT, as already reported in Column 3

of Table 3.6 The further coe”cient estimates (gray markers) present the results for the

10th throughout the 90th percentiles.

According to the upper left panel of Figure 4 the AI-augmented training has a sub-

stantially larger impact at the upper tail of the AHT distribution than at the lower tail.

While we find no e!ect at the lowest percentile, we observe large reductions of more than

160 seconds at the upper end of the distribution. Although the e!ects in the middle of

the distribution are non-negligible, the AI-augmented training appears to have primar-

ily reduced the occurrence of person-month observations with a very long AHT. These

calls are most likely handled by agents who struggle throughout the conversation due to

substantial knowledge gaps. In contrast, shorter calls are more likely handled by more

skilled agents, who have less room for improvement.

The upper panel on the right side of Figure 4 analyzes agents’ e!ective speaking time,

which reflects how e”ciently agents communicate with clients and is therefore likely

related to their communication style. Yet longer speaking time may also indicate a lack

of topic-specific knowledge, because agents might need more time to clarify issues in the

dialogue with the clients. The average ATT on speaking time is around 32 seconds (black

dot and dashed line)—half the size of the average e!ect on AHT. In contrast to the AHT

results, the e!ects on speaking time are more uniform across the distribution. Although

we do not find any e!ect at the 10th percentile, the remaining e!ects cluster around

→50 seconds, with only a slight tendency for stronger e!ects at the upper end of the

distribution. Thus the AI-augmented training program shifts almost the entire speaking

time distribution to the left, i.e., a broader improvement in communication e”ciency, not

only among the lowest-performing agents.

The lower panel on the left analyzes agents’ hold time, which captures the time they

put clients on hold while requesting help from coworkers or searching for additional infor-

mation. Thus hold time mostly reflects gaps in their product or procedural knowledge.

The lower panel on the right examines silence time during calls, indicating a complete

breakdown in the conversation between agent and client, and likely reflecting beginner

mistakes. The average e!ect on hold time amounts to around →23 seconds, thereby ex-

plaining a large fraction of the overall e!ect on AHT. However, a substantial reduction

6The same applies to the further panels of Figure 4. Appendix A.3 presents results for the average
e!ects for the other outcomes, each based on a specification that excludes all never-treated workers from
the control group.
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in outliers with very long average hold times in a given month appears to be driving this

e!ect.

The ATT on silence time, around →6 seconds, is not statistically significant at con-

ventional levels, contributing very little to the overall e!ect on AHT. However, as with

hold time, we find stronger and statistically significant e!ects in the upper tail of the

distribution, suggesting that outlier conversations marked by complete breakdowns are

driving this result.

Overall, the results suggest that the AI-augmented training improved agent produc-

tivity through two main channels. The first entails shortening excessively long calls—

primarily by reducing hold and silence time, likely among agents with knowledge gaps.

The second entails increasing communication e”ciency, as reflected in reduced speaking

time, likely a!ecting both less and more able workers. However, in contrast to earlier

waves of IT technology, the AI-augmented training appears to benefit agents at the lower

end of the experience distribution more than those at the upper end.

VI.C. Heterogeneous Treatment E!ects by Tenure

As previously mentioned, the impact of technological change on workers with di!er-

ent skill levels is of central interest. As short-tenured workers have had less time to

accumulate skills and human capital than their long-tenured peers, tenure is a useful

indicator—available in our data—for analyzing the heterogeneous impact of AI along

the skill distribution. Moreover, studies have shown that generative AI can help move

short-tenured workers up the experience curve, while its e!ect on longer-tenured workers

has been much weaker in comparison (see, e.g., Brynjolfsson et al., 2025)

—Table 4 about here—

Table 4 presents the productivity results for agents in di!erent tenure categories. The

first column reports the results for agents with fewer than four months of tenure, while

the second column shows the results for those with more than four months of tenure.7

While the new training reduced the AHT of short-tenured agents by approximately 131

seconds (→17 percent relative to their average pre-treatment AHT), it reduced the AHT

of long-tenured agents by only approximately 41 seconds (7 percent). Therefore, the

AI-augmented training had a substantially larger e!ect on short-tenured agents than on

long-tenured ones. We find a similar tenure gap in agents’ speaking time (15 percent

for short-tenured vs. 9 percent for long-tenured agents). The tenure gaps for hold time

(19 percent vs. 5 percent) and silence time (17 percent vs. 6 percent) are even more

pronounced, and for long-tenured agents, the e!ects are not statistically significant at

conventional levels.
7Our limited number of observations prevents us from providing a more granular investigation of the

tenure e!ects.
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Thus, the largest relative di!erence between short- and long-tenured agents appears

for hold time. This result is consistent with the idea that less-skilled workers, who are

more likely to have knowledge gaps, need to ask trainers or coworkers for help, whereas

more skilled (i.e., longer-tenured) workers may benefit relatively more from nuanced im-

provements. Such improvements might include communication style refinements, which

could be reflected in reduced speaking time.

VI.D. Knowledge gaps and communication style

This subsection analyzes how the AI-augmented training a!ects agents di!erently, de-

pending on their experience level, by focusing on di!erences in knowledge gaps and com-

munication style. Table 5 analyzes how the AI-augmented training influences the agents’

communication style. To do so, we rely on three dummy variables measuring whether

the agents have used filler words, diminutives, or hedge words in their communication

(see Section V for details). All of these variables indicate nuances of poor communication

styles.

—Table 5 about here—

The first row of Table 5 shows how the AI-augmented training a!ected agents’ use of

filler words. Although we find no statistically significant e!ects for short-tenured agents,

we find large e!ects for long-tenured ones—a 5 percentage points (9 percent) reduction

in the use of filler words. Similarly, in the second row, we find a 3 percentage points

(10 percent) reduction in the use of diminutives among long-tenured agents, and, in

the third row, a significant reduction in the use of hedge words; roughly 4 percentage

points (10percent). All other coe”cient estimates in the first three rows are statistically

insignificant at conventional levels.

However, given that e!ect sizes and pre-treatment averages are very similar for short-

and long-tenured agents, we cannot definitely conclude from these results that the com-

munication style of long-tenured agents did not improve in response to the AI-augmented

training. The absence of statistical significance among short-tenured agents might in-

stead reflect greater e!ect heterogeneity or limited statistical power within this smaller

sample.

Thus to further explore the e!ects of the AI-augmented training on agents’ commu-

nication style, the last row of Table 5 analyzes a version of speaking time—residualized

on the communication style dummies—as the dependent variable.8 This outcome cap-

tures speaking time variation that is unrelated to our communication style indicators.

After residualization, while the treatment e!ect on speaking time decreases by a third

8In Appendix A.4 we show that poor communication styles significantly increase agents’ speaking
time, while being much less correlated with hold or silence time. Besides, we also show a negative e!ect
on customer satisfaction.
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for short-tenured agents and is statistically significant at conventional levels, it drops by

more than 50 percent for long-tenured agents, with the coe”cient turning insignificant

at conventional levels (see Table 4 for comparison).

These results suggest that changes in observable communication style indicators largely

drive the reduction in speaking time among long-tenured agents. In contrast, the smaller

decline for short-tenured agents after residualization indicates that their improvements

in speaking time are less closely tied to the specific communication style measures we

capture—possibly reflecting broader gains such as generally more e”cient calls or faster

recall of product knowledge.

VI.E. Call topics

In the following, we analyze whether the AI-augmented training specifically improves

agents’ performance—particularly that of short-tenured ones—on topics which they had

previously found challenging. Since all calls are randomly assigned, agents must handle

a wide range of customer inquiries, some of which are more technically complex or emo-

tionally demanding than others. For example, agents may need to speak with a client’s

relatives about the client’s death or discuss a client’s recent inability to work. We there-

fore identify these topics discussed during the calls. Table 6, which presents the key

characteristics of each topic, shows that inquiries about unemployment are, on average,

associated with significantly longer durations across all call dimensions—from AHT to

silence time. In contrast, inquiries about pension payments tend to take much less time

across nearly all dimensions of the call.

—Table 6 about here—

Moreover, certain topics occur much more frequently, allowing agents to acquire more

knowledge through on-the-job experience, whereas other topics arise so rarely that agents

have little opportunity to learn about them. For example, inquiries related to unemploy-

ment appear in only 1 percent of calls, whereas inquiries about retirement and pensions

received occur in 31 percent of them. This may be also reflected in the average handle

times: an average call on unemployment reveals the longest handle time of 898 seconds

whereas a call on pensions received needs only 487 seconds.

To identify topics that agents found challenging before the AI-augmented training,

trainers had to rely on selected calls or agent feedback. After the AI augmentation,

trainers could more e”ciently find calls related to those topics by filtering dashboards

and reports. Using this information, a trainer could then discuss with each agent why

a particular topic might be challenging and develop a personalized development plan for

mitigating the problem. Therefore, this AI-augmented information now allows trainers to

more precisely target problematic topics, discuss them with the agent, and tailor support

accordingly.
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We now analyze how the AI-augmented training improved call performance on topics

agents had previously found challenging and examine how these e!ects vary by agent

tenure. To do so, we leverage the more granular call-level data by first residualizing pre-

treatment call duration for each call, controlling for tenure, week, day of the week, time

of day, and agent fixed e!ects. This approach removes unobserved factors related to both

agents’ average ability and detailed temporal dynamics. We then compute the average

pre-treatment residual per topic for each agent and identify the top two topics with the

highest average residuals as the agent’s most challenging topics.

Panel A in Table 7 presents the estimates based on Equation (1) for AHT and other

outcomes, using only calls related to each agent’s most challenging topics (Panel A),

compared to all other topics (Panel B). The first four rows of Panels A and B report the

results for short-tenured agents; the second four rows, for long-tenured agents.

—Table 7 about here—

These results suggest that AI-augmented training is particularly e!ective at narrowing

knowledge gaps, especially for short-tenured agents and in topics they found challenging

earlier. The sharper reductions in AHT and improvements in call components for these

agents indicate that the training helped close basic skill gaps. However, we do not observe

that long-tenured agents benefited from AI-augmented training.

VI.F. Calls per day and customer satisfaction

Although AHT is the company’s most important productivity measure, other dimensions

of agent performance exist. On one hand, a shorter call handle time allows agents to

manage more calls per day, thereby boosting overall productivity. On the other hand,

the AI-augmented training might have increased pressure on them to shorten interactions

at the expense of service quality. For a more comprehensive assessment, this subsection

examines two additional outcome measures: the number of calls handled per day and

customer satisfaction scores.

The first row of Table 8 presents coe”cient estimates of the e!ect on the average

number of calls handled per day. The first column of this first row reports the e!ect

on the mean, while the next five columns show the e!ects at di!erent percentiles of

the distribution. The last two columns show the e!ect on the average number of calls

separated for short- and long-tenured agents.

Although the average e!ects, for all agents and separated for short- and long-tenured

agents, are not statistically di!erent from zero (Columns 1, 7 and 8), the table reveals

strong positive e!ects at the upper end of the distribution (Columns 5 and 6).9 These

9The low average e!ect may be attributable to the weakly significant, negative e!ect for the lower
end of the distribution. Evidently, after the training, agents with an extremely low number of calls had
an even lower number.
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results suggest that the AI-augmented training shifted the upper tail of the distribution—

indicating that a few agents were able to handle exceptionally high call volumes during

certain months—rather than a!ecting typical or median performance. Given that the

company operates as an inbound call center and that agents cannot influence the number

of incoming calls, these gains likely reflect improvements in e”ciency or call handling

speed, rather than changes in call availability. These results suggest that the training

enabled some agents to handle more calls during particularly busy days or months while

potentially freeing time for other responsibilities only during periods of lower demand.

—Table 8 about here—

The second row of Table 8 presents the results on customer satisfaction. Larger

values of customer satisfaction indicate larger satisfaction. Because clients often decline

to rate call agents—and are more likely to do so only when they are very satisfied or

dissatisfied—only about 7 percent of all calls receive customer satisfaction ratings. Such

a low response rate is common in inbound call centers. Moreover, as most agents in our

data receive at least one customer satisfaction rating per month, we lose only a small

number of person-month observations in our sample.

On average, customer satisfaction increased by about 0.4 points (corresponding to

about 5 percent). The e!ect is only marginally significant at the 10 percent level (Column

1), but it is large and statistically stronger in the upper tail of the distribution, suggesting

that agents received more exceptionally positive ratings.

This e!ect is mainly driven by calls that short-tenured agents handled; for these

agents, the customer satisfaction significantly increased after the AI-augmented training

(Column 7), whereas the e!ect on customer satisfaction related to calls that long-tenured

agents handled revealed no significant changes.

VII Conclusion

This paper provides causal evidence on the productivity e!ects of AI-augmented training

in the real-world setting of a customer service provider. We evaluate the introduction of

an AI tool that delivered individual-level performance feedback to support the training of

customer contact agents. Exploiting the staggered roll-out of this tool, we show that AI-

augmented training reduced call handling time by approximately 10 percent. While the

particularly large gains were for short-tenured agents, who improved by closing knowl-

edge gaps and reducing avoidable mistakes, more experienced agents also benefited from

the training through improvements in communication style and e”ciency. Importantly,

we find that the gains did not come at the expense of service quality: indeed, customer

satisfaction ratings slightly improved, and agents were able to handle more calls on par-

ticularly busy months or days.
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Our results contribute to a growing literature on the labor market e!ects of AI adop-

tion, emphasizing an important but understudied channel: the role of AI in augmenting

training, as opposed to augmenting only day-to-day task execution. While recent studies

focus primarily on direct interactions between workers and AI tools, our results show that

non-generative AI systems operating in the background can also meaningfully enhance

performance, particularly when used for supporting targeted and individualized training.

Our results also speak to broader questions about the distributional consequences of

AI. Although short-tenured agents benefit most in absolute terms, we find that both

less and more experienced workers improve, albeit along di!erent dimensions, i.e., more

e”cient call handling for short-tenured workers especially, and improved communication

style for long-tenured workers. In this way, AI-augmented training may reduce produc-

tivity gaps across workers, rather than widening them.

Beyond our specific setting, the mechanisms we identify are likely transferable to

other data-rich environments where performance data can inform personalized training.

These environments include manufacturing, where machine-level data and incident re-

ports support operator learning; education, where learning analytics help teachers tailor

instruction; healthcare, where clinician-patient interactions inform communication train-

ing; and logistics or retail, where process data can optimize workflows and service. As

key drivers of impact—structured feedback, targeted skill development, and improved

learning e”ciency—are common across sectors, AI tools can also improve training sys-

tems. Gains might be particularly strong for low-skilled or short-tenured workers in

high-turnover roles, where faster onboarding matters most.
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Figures in the Text

Figure 1: Rollout of AI-augmented training across teams

Notes: This figure illustrates the timeline of the field experiment. The observation period spans from week
5/2023 through week 44/2023, during which company-level KPI data was collected. The experiment was
implemented in a staggered manner between week 18/2023 and week 44/2023. AI-augmented training
was introduced for Teams 1 and 2 on May 1, 2023, followed by Teams 3 and 4 on July 17, 2023. Team 5
received AI-augmented training on November 1, 2023. Only after the technology was introduced in their
respective teams did the treated agents begin receiving AI-augmented training.
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Figure 2: Event study estimates on average call handle time

Notes: The figure shows event study estimates of the AI-augmented training on workers’ average call
handle time (AHT). The x-axis represents the months relative to the implementation of the AI, while
the y-axis shows the conditional gap in AHT before and after the implementation. The gray triangles
represent weekly coe”cient estimates, with gray lines showing their corresponding 95 percent confi-
dence intervals. The black dots represent monthly coe”cient estimates accompanied by capped spikes
illustrating the estimates’ 95 percent confidence intervals. All models include agent and month fixed
e!ects. Standard errors are clustered at the agent level. The monthly e!ects are estimated based on 957
employee-month observations; the weekly e!ects, on 3, 348 employee-week observations.
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Figure 3: Event study estimates of Average Handle Time (AHT), May & July treatments

Notes: This figure presents an event study using the Callaway and Sant’Anna (2021) method to evaluate
the e!ect of the implementation of AI-augmented training on Average Handle Time (AHT). The x-axis
indicates months before and after AI implementation, and the y-axis shows changes in AHT (in seconds).
Triangles represent coe”cient estimates for the May treatment group; circles represent estimates for the
July group. Vertical capped spikes indicate 95% confidence intervals. Each estimate includes agent and
month fixed e!ects, and standard errors are clustered at the agent level.
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Figure 4: E!ects on AHT and its elements at di!erent percentiles of the distribution

Notes: This figure presents the results from using robust DiD estimators introduced in Callaway and
Sant’Anna (2021) The black dots on the left side represent the average e!ects. The gray markers indi-
cate the e!ects on various percentiles from Recentered Influence Function (RIF) regressions at di!erent
percentiles of the outcome distribution. The dependent variables are Average Handle Time (AHT) in
seconds, speaking time, hold time, and silence time (all measured in seconds per call). All models in-
clude agent and month fixed e!ects and account for pre-treatment tenure categories through reweighting.
Standard errors are clustered at the agent level.
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Tables in text

Table 1: Sample Characteristics

(1) (2) (3)
All Treatment Group Control Group

Number of calls 187,839 79,935 107,904
Number of agents 147 84 63
Share of agents with non-standard
training

.41 - .72

Number of monthly observations 957 440 517

Notes: This table reports summary statistics for all agents in the sample. Column 1 presents statistics
for the full sample across all time periods. Column 2 presents summary statistics for treated agents
who had AI-augmented training. Column 3 presents statistics for control agents who did not receive
AI-augmented training at any point during the observation window.

Table 2: Agent and Call Characteristics

(1) (2) (3) (4) (5) (6)
May Treatment July Treatment

Treatment Control Treatment Control
Raw Weighted Raw Weighted

Agent Tenure (Share of Agents):
0–4 Months 0.455 0.279 0.469 0.455 0.082 0.500
5–11 Months 0.485 0.209 0.469 0.273 0.164 0.154
12+ Months 0.061 0.512 0.062 0.273 0.754 0.346

Average Call Characteristics (in seconds):
Average Handle Time (AHT) 651.227 494.623 550.074 620.170 442.742 593.632
Speaking Time 386.723 311.014 320.166 352.495 302.949 380.276
Silence Time 69.421 53.628 58.664 64.393 47.134 60.932
Hold Time 195.082 129.981 171.244 203.282 92.659 152.423

Ine!ective Communication Styles (Share of Calls):
Filler Words 0.534 0.439 0.455 0.564 0.530 0.604
Diminutive Words 0.399 0.338 0.341 0.342 0.335 0.435
Hedge Words 0.386 0.376 0.419 0.484 0.358 0.430

Notes: This table reports sample statistics for the May and July treatment groups and their cor- responding
control groups. Columns 1 and 4 show means for treated agents; Columns 2 and 5, means for control agents.
Columns 3 and 6 apply Callaway and Sant’Anna (2021) reweighting to adjust for observable di!erences.
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Table 4: Heterogeneous treatment e!ects on time spent during call

(1) (2)
Experience group 0–4 Months Tenure 5+ Months Tenure

Average Handle time (AHT)

Treated x Post AI -130.92↑↑ -40.87↑↑

(40.18) (20.24)

Pre-treatment average 777 555
Observations 199 757

Speaking Time
Treated × Post AI -65.68↑↑↑ -29.46↑↑

(22.54) ( 12.98)

Pre-treatment average 430 335
Observations 199 757

Hold Time
Treated × Post AI -51.641↑↑↑ -7.99

(18.644) (7.34)

Pre-treatment average 266 161
Observations 199 757

Silence Time
Treated × Post AI -13.596↑↑ -3.41

(5.917) (2.36)

Pre-treatment average 81 59
Observations 199 757

Notes: This table presents the results of using robust DiD estimators introduced in Callaway and
Sant’Anna (2021) and applied to disaggregated measures of AHT: speaking time, hold time, and si-
lence time all measured in seconds. Columns compare agents with short tenure (0–4 months, Column 1)
and long tenure (5+ months, Column 2). All regressions include agent and month fixed e!ects. Standard
errors are clustered at the agent level. →→→ p < 0.01; →→ p < 0.05.
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Table 5: Heterogeneous treatment e!ects on communication styles

(1) (2)
Experience group 0–4 Months Tenure 5+ Months Tenure

Filler Words
Treated × Post AI -0.051 -0.044↑↑

(0.033) (0.018)
Pre-treatment average 0.6 0.52
Observations 199 757

Diminutive
Treated × Post AI -0.026 -0.030↑

(0.034) (0.017)
Pre-treatment average 0.45 0.33
Observations 199 757

Hedge Words
Treated × Post AI -0.049 -0.044↑↑↑

(0.040) (0.015)
Pre-treatment average 0.45 0.42
Observations 199 757

Speaking Time (resid)
Treated × Post AI -45.54↑↑ -11.03

(18.70) (11.73)
Pre-treatment average 430 355
Observations 199 757

Notes: This table presents the results using robust di!erence-in-di!erences estimators introduced in
Callaway and Sant’Anna (2021) applied to communication style metrics: the share of calls containing
filler words, diminutive language, or hedge words. Each outcome is estimated separately for agents with
short tenure (0–4 months, Column 1) and long tenure (5+ months, Column 2). All regressions include
agent and month fixed e!ects. Standard errors are clustered at the agent level. →→→ p < 0.01; →→ p < 0.05;
→ p < 0.1.
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Online Appendix: How AI-Augmented Training Improves Worker

Productivity

A.1 Potential violation of SUTVA

As mentioned in Section IV, the agents a!ected by the May intervention work in the same

location as the members of the control group. As a result, spillover e!ects from the May

treatment group to the control group may be a concern. To address this concern, the

following figure presents results from a specification that compares the May treatment

group to all not-yet-treated agents who are a!ected by the treatment in July and are

located in a geographically distant region. Because the second treatment occurred in

July, we can estimate e!ects only for the first (May) and second (June) months after

treatment. Nonetheless, both the original and this geographically restricted comparison

yield quantitatively and qualitatively similar results.
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Figure A.1.1: Event study estimates for spillover e!ects

Notes: This figure presents an event study using the Callaway and Sant’Anna (2021) method to evaluate
the e!ect of the implementation of AI-augmented training on Average Handle Time (AHT). The x-axis
indicates months before and after AI implementation, and the y-axis shows changes in AHT. They gray
dots represent the coe”cient estimates for the May treatment using only not-yet-treated agents from
the July treatment as controls. The black squares represent coe”cients for the May treatment using
all agents as controls. Vertical capped spikes indicate 95% confidence intervals. Each estimate includes
agent and month fixed e!ects, and standard errors are clustered at the agent level.
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A.2 Alternative approaches to overcome the bias in classical TWFE

estimation

The following figure presents estimation results of our preferred model Callaway and

Sant’Anna (2021) in comparison with three other common approaches to account for po-

tential estimation biases in classical TWFE models. Sun and Abraham (2021), De Chaise-

martin and D’Haultfœuille (2020), and Borusyak et al. (2024). All results show quanti-

tatively and qualitatively similar results.
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Figure A.2.1: Event study estimate, Average Hangle Time (AHT), di!erent model esti-
mators

Notes: The figure compares di!erent event study methods that correct biases from heterogeneous and
dynamic treatment e!ects. The x-axis represents the months relative to the implementation of the AI,
while the y-axis shows the conditional gap in AHT before and after the implementation. Purple represents
the classical TWFE approach, blue represents the approach by Callaway and Sant’Anna (2021), green the
one by Borusyak et al. (2024), red the one by De Chaisemartin and D’Haultfœuille (2020), and black the
one by Sun and Abraham (2021). All capped spikes indicate 95 percent confidence intervals. All models
include agent and month fixed e!ects. Standard errors are clustered at the agent level. The classical
TWFE approach and Sun and Abraham (2021) rely on 957 observations while the remaining approaches
exclude invalid comparisons, such that Callaway and Sant’Anna (2021) relies on 956, Borusyak et al.
(2024) on 914, and De Chaisemartin and D’Haultfœuille (2020) on 664.
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A.3 Treatment E!ects on Time Spent for di!erent Activities During the

Call

Table A.3.1 shows the ATT for speaking, hold, and silence time. The upper panel shows

results from a specification includes all agents from the control group. The lower panel

shows results from a specification that excludes agents with non-standard coaching from

the control group.

Table A.3.1: Treatment e!ects on time spent for di!erent activities during the call

(1) (2) (3)
Speaking Time Hold Time Silence Time

Panel A: Whole Sample

Treated x Post AI -31.911↑↑ -23.007↑↑↑ -5.928
(12.077) (7.688) (3.399)

Observations 956 956 956

Panel B: Never Treated Agents with Non-Standard Coaching Excluded

Treated x Post AI -35.317↑↑↑ -24.190↑↑↑ -5.708*
(12.547) (8.071) (3.450)

Observations 579 579 579

Pre-treatment average 369 199 66
Notes: This table presents the results using robust di!erence-in-di!erences estimators introduced in
Callaway and Sant’Anna (2021) on our disaggregated measures of AHT: speak time, hold time and
silence times. All columns account for pre-treatment tenure through reweighing and include month and
agent fixed e!ects. All standard errors are clustered at the agent level. →→ p < 0.05, →→→ p < 0.01.
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A.4 Use of Communication Styles and Call Length

Table A.4.1 examines how our communication style metrics relate to AHT, speaking

time, hold time, silence time, and customer satisfaction ratings using OLS. These metrics

correlate strongly with all outcomes and explain the most variance in speaking time.

Table A.4.1: Use of communication styles and call length

(1) (2) (3) (4) (5)
AHT Speaking Time Hold Time Silence Time Customer

Satisfaction

Filler Words 202.26↑↑↑ 174.88↑↑↑ 25.56 1.82 0.51↑↑↑

(31.88) (14.37) (20.86) (3.97) (0.18)

Diminutive 340.23↑↑↑ 135.19↑↑↑ 154.21↑↑↑ 50.83↑↑↑ -0.44↑↑

(32.81) (14.79) (21.47) (4.09) (0.19)

Hedge Words 360.41↑↑↑ 168.44↑↑↑ 169.70↑↑↑ 22.27↑↑↑ -0.01
(29.43) (13.27) (19.26) (3.67) (0.18)

Observations 1,159 1,159 1,159 1,159 801
Adjusted R2 0.42 0.51 0.20 0.24 0.01

Notes: Each column reports coe”cients from separate regressions of the listed outcome variable on
communication style indicators. →→ p < 0.05, →→→ p < 0.01.
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