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High student dropout rates are a continuing concern within higher education and have 

received considerable attention for decades. Despite numerous proposed interventions, it 

remains unclear which interventions are effective, and what the pivotal active ingredients 

are. This paper systematically synthesizes the effects of different interventions on dropout 

and graduation rates in higher education. Screening around 7250 abstracts of potentially 

relevant studies, we found 38 (quasi-)experimental studies that met our pre-specified 

inclusion criteria. We describe the studies in various dimensions and conduct a narrative 

systematic review as well as a meta-analysis. Our findings indicate a general tendency 

towards positive effects. Interventions manipulating peer group composition, particularly 

those adjusting for gender and ability, show the most promising outcomes. We discuss 

the economic implications of effect sizes and show that they are considerable. This paper 

contributes to understanding effective strategies for addressing student dropout, providing 

valuable insights for higher education institutions and policymakers.
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Reducing student dropout rates remains a persistent challenge in higher education and

has received considerable attention for more than half a century (Tinto, 1975). Despite

recent improvements in graduation rates, primarily attributed to grade inflation (Denning

et al., 2022), the issue of college dropout persists.1 In the United States, between 2013 and

2017, a concerning 25% of students who initially enrolled in bachelor’s programs did not

return for the second year,2 while 40% leave college without ever obtaining a degree (Kirp,

2019). Similar trends are evident across 22 OECD countries, where only 67% of students

graduate within six years (OECD, 2019). Consequently, numerous interventions have been

attempted to address this pressing issue with varying success, and a unified understanding

of how to solve the problem continues to be elusive.

While attending college o↵ers some long-term benefits (Zimmerman, 2014; Lovenheim

and Smith, 2023), students who successfully complete their college education tend to ex-

perience more favorable outcomes especially in terms of economic returns (Card, 1999;

Ost, Pan and Webber, 2018). This is in particular the case for students from disadvan-

taged backgrounds (Oreopoulos, 2021). Completing college not only elevates individual

outcomes but also contributes to society at large, where higher educational attainment is

associated with increased earnings, expanded employment prospects, and higher tax con-

tributions. Moreover, in terms of distributional impacts, an increase in college completion

rates could reduce poverty rates and income inequality (Hershbein, Kearney and Pardue,

2020). Additionally, an upward trajectory in educational attainment could also yield pos-

itive e↵ects on more extensive economic measures including both the level and growth of

GDP (Sianesi and van Reenen, 2003; Barro, 2013) as there is an increasing demand for

high-skilled workers in the labor market due to technological change (Autor, 2014). Hence,

it is quite evident that there is a strong economic case for interventions that can increase

graduation rates.3

From an institutional perspective, student dropout is typically undesirable as it repre-

sents a misallocation of resources towards students who ultimately do not complete their

education. Concerns arise when dropout is driven by factors such as credit market lim-

itations, scheduling challenges, or social di�culties, as these issues may hinder students

from graduating. However, it is important to acknowledge that there are scenarios in

which dropout may not be inherently negative or avoidable. These instances include when

students change career goals, encounter personal tragedies, or experience an educational

mismatch.4 In some cases, individuals with entrepreneurial aspirations or opportunities

1We use (four-year) college and university interchangeably.
2“2019, Digest of Education Statistics 2018, Table 326.30,” National Center for Education Statistics (NCES),

https : //nces.ed.gov/programs/digest/d19/tables/dt19326.30.asp (accessed December 22, 2020).
3To the best of our knowledge, there are no existing estimates of the economic costs associated with dropout in

higher education. However, as stated, there exists a substantial literature on the economic implications of higher
educational attainment, showing nearly uniformly positive e↵ects.

4These instances may have negative societal consequences if dropouts do not pursue similar educational paths
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in specialized fields may opt to discontinue their formal education when the returns on

human capital accumulation no longer outweigh the costs of further investment in contin-

uing education. Nevertheless, institutions should prioritize implementing comprehensive

interventions to reduce cases of avoidable dropout. However, there exists limited knowl-

edge about what interventions to deploy and whether they indeed will work across various

institutional contexts.

In this paper, we synthesize the numerous interventions that have been attempted in

college and examine their e↵ectiveness in reducing college dropout rates. We do so by

conducting a comprehensive systematic review and meta-analysis of interventions that

are either targeted at mitigating dropout rates or enhancing graduation rates. We include

interventions evaluated through experimental or quasi-experimental designs in our analysis.

Our perspective in this study is that of a dean, a department head, or a head of studies who

grapple with severe dropout challenges and consider implementing some sort of intervention

to address the issue.5 Hence, we disregard interventions based on financial incentives (for a

review of impacts of such types of interventions, see e.g. Nguyen, Kramer and Evans (2018)

or Dynarski, Page and Scott-Clayton (2022)) and more broad types of programs that are

often implemented at the national, state, or overall university level. We also disregard

interventions designed to alter centralized admission policies and/or enrollment processes

(for a survey of the e↵ectiveness of such interventions, see e.g. French and Oreopoulos

(2017)). Our focus is on interventions that can be feasibly implemented at the study,

departmental, or faculty level.

A systematic review involves a meticulous synthesis of all available research on interven-

tions aimed at reducing dropout rates. This could help clarify where consensus exists and

where discrepancies lie. By combining the qualitative synthesis of the systematic review

with the quantitative insights provided by the meta-analysis, we can gain a more robust

understanding of the e↵ectiveness of various interventions and the elements that could

reduce dropout rates. This knowledge could then be used to develop better strategies for

reducing dropout rates in the future.

Across various disciplines, there exist hundreds of thousands of papers utilizing meta-

analyses as a research tool (Gurevitch et al., 2018). In recent decades, the application of

meta-analyses in economics research has experienced substantial growth and has become

increasingly common (Havránek et al., 2020).6 The primary objective of meta-analyses

is to establish evidence-based practices and to resolve seemingly contradictory research

outcomes. The advantage of the meta-analysis is that it o↵ers a combined e↵ect size across

afterwards.
5The present study was in fact commissioned by the dean of Aarhus BSS with the aim of identifying a promising

intervention to test and subsequently implement.
6See a list of relevant publications on RePec at: https://ideas.repec.org/k/metaana.html (last accessed: October

10, 2023).
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all included studies and goes beyond the particularities of individual studies (Borenstein

et al., 2021). Even if every single study has insignificant impacts, the overall e↵ect may

still be statistically significant. Moreover, by including a set of variables describing aspects

of the di↵erent interventions and the environment in which they were implemented, we

are able to investigate the relative e↵ect sizes of various types of interventions in di↵erent

contexts and evaluated using di↵erent methods. The main disadvantage of the meta-

analysis is that it excludes studies for which it was not possible to extract or calculate

a comparable e↵ect size. Optimally, meta-analyses can, if performed properly, point to

important policy conclusions and direct future research e↵orts.

We systematically searched 9 databases, identifying 13,992 studies (7,235 after removing

duplicates) published during the period 2000-20217. Through a thorough screening and

selection process, we narrowed down our sample to 38 studies, resulting in 56 estimated

e↵ects. From these, we were able to calculate 49 comparable e↵ect sizes for utilization in

our meta-analysis.

We first conducted a narrative review of all studies and all 56 estimates. This gives an

impression of which types of interventions tend to have positive impacts. We complemented

the narrative review with a comprehensive meta-analysis of the 49 estimates for which we

were able to obtain comparable e↵ect size estimates.

We find an average e↵ect size on first-year persistence rates of 0.08 (p = 0.01) and

of 0.13 (p = 0.02) on six-year graduation rates. We find quite convincing evidence that

interventions involving some element of peer group manipulation, in the sense of gender

composition or tracking in tutorial groups, have the largest and most consistently positive

impacts. We also find a tendency for certain specific courses (e.g. ’University 101’) and

feedback and support(e.g. student-faculty mentoring programs) to have positive impacts.

We do not find any dramatic di↵erences across di↵erent estimation methods, geographical

regions, or a broad study assessment measure. Neither do we find evidence of outliers or

publication bias. We demonstrate in a back-of-the-envelope calculation that the estimated

e↵ect sizes are economically important in the sense that they have the potential to generate

a lot of additional income at our own institution. We also argue that such e↵ect sizes are

likely to be economically important at the societal level.

The remainder of the paper is organized as follows: In the next two subsections, we first

discuss the determinants of university dropout and the current evidence on interventions as

summarized in various literature reviews. In section II, we discuss methodological issues,

and in section III we present a few descriptive statistics of the included studies. Section

IV contains the narrative systematic review, while section V presents the meta-analytical

results, and section VI discusses results, implications, points to potential future research,

7Our last search was July 12, 2021.
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and presents study limitations.

A. Determinants of University Dropout

From a theoretical economic perspective, a forward looking student would choose to

enroll in university based on a calculation of expected costs (such as tuition fees and fore-

gone earnings while in university) and returns from doing so (see e.g. Becker (1962)). Aina

et al. (2018) conduct a review of the economics of university dropout and present a recent

theoretical model. In this assessment, an individual decides to stop in the educational

system when the productivity obtained through human capital accumulation no longer

exceeds the costs of investing in continuing education, irrespective of whether the educa-

tion is completed or not. This decision naturally depends on a number of characteristics

of the potential student, including cognitive ability, social and personality characteristics

(e.g. extroversion and conscientiousness), etc. However, the student does not have perfect

information, and once enrolled, new information on the cognitive demands, workload, the

social environment, events in the family etc. will arrive continuously and influence the

decision of whether to continue or to drop out from the study. Similarly, Stinebrickner

and Stinebrickner 2012; 2014) point specifically to the importance of learning about ones

academic ability and grade performance for the decision to drop out.

The student integration model formulated by the sociologist Vincent Tinto (e.g. Tinto

(1975, 1993)) shares many of the same considerations but is more specific when it comes

to describing which factors may lead an individual to dropout from college/university and

therefore indirectly points to which mechanisms or factors successful interventions could

target. He points to the dropout decision as being more closely related to information

arriving after enrollment in a dynamic decision process. In particular, students’ social

and academic integration are seen as important factors. He points specifically to their

participation in study groups and their interactions with fellow students and academic

sta↵ as being important determinants of dropout.

Both Aina et al. (2018) and Tinto (1975, 1993) adopt the perspective of human capital

accumulation and posit that education increases an individual’s productivity by equipping

them with valuable skills and knowledge. Under this framework, dropping out of an educa-

tional institution results in a high cost because the individual misses out on accumulating

the remainder of those skills and knowledge, which would have boosted their productivity

and, consequently, their earnings potential. Importantly, the human capital acquired is

not lost. In contrast, the signalling hypothesis (Spence, 1973) posits that education pri-

marily serves as a ’signal’ to employers about an individual’s inherent abilities, such as

intelligence, perseverance, and commitment. Under this framework, obtaining a degree

or diploma does not necessarily increase one’s productivity but rather acts as a signal of
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one’s potential productivity. From this viewpoint, dropping out incurs a high cost because

the individual fails to send a strong positive signal to potential employers. Without the

’signal’ of a completed degree, employers might infer that the dropout lacks the desired

qualities, even if this is not the case. The individual might be at a disadvantage in the

labor market compared to degree-holders, resulting in potentially lower wages or reduced

employment opportunities.

In this context, it is essential to recognize that various factors contribute to the phe-

nomenon of university dropout. Aina et al. (2018), Behr et al. (2020), and Dawson, Kear-

ney and Sullivan (2020) survey the empirical literature on university dropout determinants

and altogether identify five groups of determinants: Students’ characteristics, abilities and

behavior (academic as well as non-academic skills and traits); parental background and

family networks; characteristics of the tertiary education system and its institutions; the

financial aspects (grants, tuition etc.); and the situation in the labor market. In partic-

ular, they note the importance of the students’ high school GPA, social skills, and time

spent working. Among factors related to the university - which is of particular interest to

this review - Aina et al. (2018) mention human and financial resources, admission criteria

(including not only GPA but also factors such as the motivation and attitudes towards

studying), interaction with peers and university faculty, and for women also the presence

of other women in class/study groups. Behr et al. (2020) mention the potential usefulness

of data mining techniques for developing early warning systems regarding students at risk

of dropping out.

Robbins et al. (2004) examine the association between psychosocial and study-skill fac-

tors and retention rates in a meta-analysis. They find that factors such as academic

goals (commitment to graduating, preference for long-term goals, degree expectations,

desire to finish college, valuing education), academic self-e�cacy (academic self-e�cacy,

academic self-worth, academic self-confidence, course self-e�cacy, degree task and college

self-e�cacy), and academic-related skills (time-management skills, study skills and habits,

leadership skills, problem-solving and coping strategies, communication skills) are signif-

icantly positively related to retention (ES=0.34, 0.36, 0.37, respectively). However, it is

not evident that these associations can be given a causal interpretation. This study nev-

ertheless points to the importance of individual goals, beliefs, and perceived abilities for

staying in college. Note that these are all, to varying extent, malleable traits.

From these studies, an important insight emerges; the causes of student dropout are

heterogeneous and complex. Hence, any intervention addressing these issues would have

to be able to address and/or modify several of these underlying factors. Dawson, Kearney

and Sullivan (2020) point to the fact that interventions until quite recently have tended to

focus on two aspects; academic under-preparedness and financial aspects (tuition and other

costs of studying), while more recent approaches focus on more comprehensive approaches
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designed to address several challenges at the same time. They mention elements such as

mentoring, coaching, case management, financial assistance, academic advice.

B. Current Evidence on Interventions to Prevent Dropout

To the best of our knowledge, there is no other systematic review of the range of inter-

ventions that seek to reduce university dropout through locally applicable interventions.

A few other reviews have covered subsets of the interventions, but none of them have,

to our knowledge, conducted a systematic literature search of the type of interventions

that may be implemented locally. Many of the reviews focus on community colleges and

four-year colleges together, while our focus is exclusively on studies covering only four-

year colleges and/or universities. Moreover, there is a large number of studies reviewing

evidence regarding the determinants of university dropout and completion, as discussed

above. Below, we summarize the findings of several previous reviews that have focused on

specific subsets of interventions similar to those considered in our study.

In an early systematic review, Patton et al. (2006) note that ”...no other topic in the

published literature has garnered the attention of higher education researchers and admin-

istrators more than student persistence.” They go on by stating that one of their most

important results is the dearth of evidence to support the e�cacy claims regarding a wide

range of campus-based retention initiatives.

In their review, Andrade (2008) examined a wide range of interventions/ingredients col-

lectively referred to as ’learning communities.’ These interventions included mentoring,

integrated course contents, academic skills training, and more. The review revealed an

overall tendency towards positive e↵ects. However, due to several limitations such as a

limited number of relevant studies, selective program participation, and program hetero-

geneity, it was challenging to pinpoint which specific ingredients were crucial for producing

positive outcomes.

Valentine et al. (2011) conduct a systematic review and meta-analysis of college retention

programs, but remarks that even the best included studies are methodologically suspect.

Permzadian and Credé (2016) review literature on the e↵ectiveness of first-year seminars,

which are defined as courses specifically designed to equip new students with the knowledge,

skills, and abilities necessary for overcoming the challenges during the first year in college.

They find no significant e↵ect for four-year colleges, neither for GPA (ES=0.01) nor on

first-year retention rates (ES=0.10). However, only very few of their included studies are

based on randomized trials or other designs allowing a strict causal interpretation.

Sneyers and Witte (2018) conduct a meta-analysis of three types of interventions; aca-

demic probation, student-faculty mentoring programmes, and need-based grants. They
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find, based on 25 (quasi-) experimental studies,8 that student-faculty mentoring signif-

icantly increases retention and graduation rates (ES 0.15 and 0.10, respectively). Aca-

demic probation reduces retention rates (ES -0.17) but do not a↵ect graduation rates,

while grants have small but significant positive e↵ects on entry, retention, and graduation

rates (ES= .5 for all three outcomes).

Dawson, Kearney and Sullivan (2020) focus on eight specific interventions aimed at

improving college retention and completion rates, which have all been rigorously evaluated

in randomized trials. Some of them target low income first generation students, while

others have a broader target group. Five are implemented at community colleges, while

three are at 4 year college or university. They all share the feature that they take a

comprehensive approach to addressing barriers to completion. Interventions in universities

or 4 year colleges all show very small and insignificant impacts on first year retention

rates (ES -0.01 - 0.03), while a few of those implemented at community colleges do show

significant positive e↵ects, although only one has a significant e↵ect size above 0.2.

In a very broad and comprehensive recent review of non-financial barriers to college

access and success, Dynarski et al. (2023) discuss barriers as well as interventions aimed

at improving access to as well as completion of college education. They look mostly at the

U.S. context and focus on community colleges as well as universities. They find that many

broad-based remedial education courses do not work well, while courses taking a more com-

prehensive approach to preparing and introducing students to the academic expectations

and requirements of college show more promise. They find overall positive impacts of inten-

sive in-person counseling as well as multifaceted programs providing students with support

across multiple domains that may challenge persistence in college. Finally, they cite ev-

idence that students gain from being taught by high-quality permanent sta↵ members,

especially if these sta↵ match students’ own demographics in terms of ethnicity, gender,

and race. Overall, they tend to find negative impacts of online learning and interventions.

Feygin et al. (2022) review the literature on interventions aimed at improving various

outcomes for college students in two- and four-year colleges. They find evidence that in-

terventions taking a holistic approach that combine several components are conducive to

better outcomes, and the same holds for interventions incorporating proactive communica-

tion and sustained follow-up. Finally, o↵ering non-academic support such as mental health

support, child care etc. improves students outcomes.

In recent years, a number of meta-analyses and systematic reviews on specific types of

interventions and/or with an otherwise relatively narrow focus have been conducted. In a

systematic review of interventions aimed at reducing non-completion, Delnoij et al. (2020)

conclude that coaching, remedial teaching, and peer mentoring are promising programs.

8In fact, they also include cohort studies as well as unpublished reports.
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However, for some reason, their analysis is based on only 10 studies. It is not clear to us

whether this relatively low number is due to the number of databases searched, the inclu-

sion criteria or something else. Foster and Francis (2020) conduct a systematic review of

a group of interventions they commonly refer to as ’data analytics’, which are essentially

predictive analytics. Bradford, Beier and Oswald (2021) conduct a meta-analysis of sum-

mer STEM bridge programs and find that such programs significantly increase first year

retention rates (OR=1.747).

Based on this review of the existing literature in the field, a number of important con-

clusions emerge:

• Despite the importance of the subject and a relatively large number of studies, exist-

ing evidence regarding interventions aimed at reducing dropout rates in universities

is still surprisingly weak.

• We do know quite a bit about factors associated with higher dropout risk, and we

do know that some of these factors are in fact malleable.

• The existing evidence regarding interventions aimed at reducing dropout mostly show

small and insignificant e↵ects.

• Still, student-faculty mentoring programs tend to show significantly positive e↵ects.

I. Methodology

We pre-registered a protocol for the systematic review and meta-analysis with OSF prior

to conducting the literature search.9 Our review complies with the PRISMA10 guidelines

for systematic reviews and meta-analyses as well as the reporting guidelines for meta-

analyses in economics (Havránek et al., 2020).

A. Inclusion Criteria

We include studies that present estimations based on evidence from randomized con-

trolled trials (RCTs) or from one of four quasi-experimental designs: instrumental vari-

ables (IV), di↵erence in di↵erences (DiD), regression discontinuity (RD) or propensity score

matching (PSM). These methods were selected for their ability to control for confounding

variables, which is essential for drawing accurate conclusions about causal relationships.

While RCTs are considered the gold standard for causal inference, as they involve randomly

assigning participants to treatment and control groups, the specified quasi-experimental

9See https://doi.org/10.17605/OSF.IO/ZE9D5
10Preferred Reporting Items for Systematic Reviews and Meta-Analyses, Page et al. (2021).
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designs also provide strong evidence for causality, as they attempt to replicate the condi-

tions of an RCT using observational data. However, there are certain problems associated

with the use of PSM in particular, such as the potential for unobserved confounding and

the reliance on strong assumptions. On the other hand, PSM can be useful in situations

where random assignment is not feasible or ethical. To be included in our analysis, PSM

studies were required to include a minimum set of basic characteristics, most importantly

gender, high school GPA and some measure of socioeconomic status (SES).

To ensure the relevance and comparability of the studies included in our review, we

limit our study population in four ways. First, we exclude studies that focus on interven-

tions at community colleges11 and instead limit our review to studies that aim to reduce

the dropout rate or increase the graduation rate at universities and four-year colleges.

The rationale for this criterion is grounded in the significant di↵erences between commu-

nity college students and university students, particularly in terms of their socioeconomic

backgrounds and performance in admissions tests. In particular, students enrolling in

community colleges in the United States, where the main literature on community col-

lege students origins, are more likely to be underrepresented minorities and economically

disadvantaged (Lovenheim and Smith, 2023). At the same time, community college stu-

dents have traditionally persisted and graduated at relatively lower rates than university

students (Denning et al., 2022; Mountjoy, 2022). Although most students who enroll in

community colleges initially have the goal of earning a bachelor’s degree, the reality is that

very few of them actually achieve this goal (Rosenbaum and Rosenbaum, 2013).

Second, we exclude studies that investigate interventions including part-time students.

Another important aspect in the exclusion of studies based on community colleges is that

students are much more likely to attend part-time than in four-year colleges or universities,

resulting in negative e↵ects on credits accumulated (Darolia, 2014). Part-time students

may face di↵erent challenges and drop out for di↵erent reasons than full-time students, as

they tend to be older, more financially constrained, and have other competing obligations

(e.g. in terms of family). Therefore, part-time students generally tend to have significantly

lower completion rates compared to their full-time counterparts (Lovenheim and Smith,

2023).

Third, we exclude studies examining interventions that are part of distance or online

programs at universities as well as interventions aimed towards PhD students. Distance or

online programs may attract a di↵erent type of student, while interventions aimed towards

PhD students may not be relevant to the broader population of undergraduate students.

Fourth, we limit the review to interventions conducted at universities located in OECD

11We use the terms community colleges and two-year colleges interchangeably when referring to institutions that
award associate’s degrees as their highest credential.
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countries. This ensures that the results stem from relatively comparable settings in terms

of economic development and educational systems.

To obtain all the eligible studies, we performed a systematic search in the electronic

bibliographic databases of Australian Education Index, Business Source Complete, British

Education Index, EconLit, Education Database, Education Research Complete, ERIC,

Scopus, and Web of Science. The search terms followed the PICO12 structure and are

shown in Appendix Table A2. We limited the searches to studies published in the period

from January 2000 to July, 2021. The cuto↵ of the twenty-first century ensures that there

is a relevance of the findings to current conditions and practices at the universities. In

addition, the searches were limited to peer-reviewed publications in English. This restric-

tion means that unpublished studies, such as working papers, dissertations, or conference

papers, were not included. Particularly, we want to ensure that the included studies have

been through a process of scientific quality assurance. However, this criterion may lead to

publication bias if studies with significant results have a higher likelihood of being pub-

lished. This bias is also known as the ”file drawer” problem as studies with null results

tend to be filed away. In reality, papers may not even be written up if they contain null

results. We address the issue of publication bias in Section IV.B.

After performing the systematic search based on the chosen search terms, the selection

process consisted of three stages. First, we retrieved titles and abstracts of the potentially

relevant studies and independently screened them to identify studies of relevance to our

research question and met our specified inclusion criteria. Second, we independently read

the full-text articles of the identified studies to confirm their eligibility for inclusion. For

the first two stages, we assessed the interrater reliability by calculating the kappa index ().

Any disagreements over the eligibility of particular studies were resolved through discussion

and consensus. In the third stage, we reviewed the reference lists of the identified literature

(backward searching) and newer publications citing identified literature (forward searching)

to identify any relevant articles that may have been missed in the first two stages. However,

we did not identify any additional studies that met our inclusion criteria in this stage.

Finally, the included studies have to be independent investigations. In the case that

two studies report results from the same intervention with an almost identical participant

pool, only one of the studies was included; the one with the most comprehensive results.

B. Data Construction

After identifying eligible studies, we assembled the data set by extracting estimation

results and selected characteristics of the included studies. To extract data consistently,

12P(opulation/problem), I(ntervention/exposure), C(control/comparison), and O(utcome/results). See Appendix
Table A1.
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we used a pre-specified data extraction sheet designed to capture all information from

each study that we assessed ex ante to be relevant. The data extraction sheet included

categories such as authors, title, publication year, country, study participants and con-

trols, intervention contents, design and methodology, subgroups, outcomes and times of

measurement as well as estimated e↵ects. In the following, we define the non-trivial parts

of the extracted data in detail.

’Intervention contents’ captures information about the type of intervention that was

studied. The included studies involved a diversity of intervention types and contents.

Overall, we identified ten di↵erent types of interventions, which - for analytical purposes

- we grouped further into five crude categories: feedback and support cover various types

of mentoring; peer group covers interventions on study group composition or living &

learning communities; academic skills upgrade include e.g. specific introductory courses

on, say, math; institutional settings and requirements are mainly interventions on changing

admission policies or academic probation; specific courses are a broad category covering

courses of the type ’university 101’, leadership courses etc.

’Design and methodology’ includes information about sample sizes and evaluation design.

Our inclusion criteria limited the evaluation designs to RCTS, RD designs, DiD designs,

IV methods, and various matching methods, mostly PSM.

The primary outcome measures used are first-year persistence (the reverse of first-year

dropout) and graduation within six years. These are binary outcomes. Based on these,

we extracted the resulting estimates. To the extent that impacts on first year dropout

rates were reported, we reversed the sign of the impact, thus converting it to an impact

on first-year persistence.

C. Standardized E↵ect Sizes

To be able to aggregate and compare the e↵ects of the included studies, and to compare

to other studies, we standardize the estimated e↵ects into one common metric. We use

a standardized e↵ect size called Glass’ �, which takes the treatment e↵ect and divides

it by the standard deviation in the control/comparison group. The advantage of using

Glass’ � is that this e↵ect size is not sensitive to heterogeneous e↵ects; if the treatment

a↵ects the variance of the outcome, and, hence, the standard deviation in the treatment

group, then measures dividing by the pooled standard error will be sensitive to heteroge-

neous e↵ects. Where the information available did not allow the calculation of Glass �,

however, we instead calculated Cohen’s d, where the treatment e↵ect is divided by the

standard deviation in the pooled sample of treatments and controls/comparisons. When-

ever the necessary data to convert the estimates into standardized e↵ect sizes were missing

and could potentially be retrieved, we requested the missing information from the study
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authors.

D. Study Assessment Checklist

To assess the stringency and richness of information in the included studies, we developed

a checklist inspired by the National Institutes of Health Quality Assessment Tool for

Controlled Intervention Studies (see Appendix Table A3).13 We independently rated each

of the studies and resolved disagreements through discussion. Specifically, the checklist

consists of 11 assessment categories. As a study cannot be both a randomised trial and a

controlled trial, each study can obtain a score of maximum 10. We group studies with a

score of � 7 or above as ’high’, studies with a score between � 4 and  6 as ’medium’,

and studies with a score a  3 or below as ’low’. Note that a study — due to the inclusion

criteria — must have a score of at least 1 to be eligible for the review.

E. Meta-analysis

We supplement the systematic review with a statistical analysis of the results - a meta-

analysis. Meta-analysis is a statistical method used to combine and analyze data from

multiple independent studies to draw more generalizable conclusions. The motivation for

doing so is that the meta-analysis may reveal patterns and show e↵ects that are not clearly

revealed otherwise. For example, a collection of insignificant results all pointing in the same

direction may become significant in the meta-analysis. The meta-analysis also weighs each

result by its statistical certainty - the lower the standard error on the estimate, the larger

the weight. While the systematic review strives to minimize subjectivity and bias through

the use of predefined criteria and transparent methods, it is important to acknowledge

that a certain degree of judgment in assigning weight to studies is inevitable. In addition,

a meta-analysis allows us to calculate the overall e↵ect size based on all the included

studies, as well as its uncertainty. Finally, meta-analysis naturally leads to conducting

meta-regressions where we can investigate potential moderators and mediators of positive

(or negative) e↵ects.

Obviously, there are some drawbacks to meta-analyses when compared to the systematic

review. First, it is often not possible to calculate e↵ect sizes that can be used in a meta-

analysis for all studies included in the systematic review; some information needed may

simply not be present, and contact to authors is often tedious and at worst unsuccessful.

Second, meta-analysis may hide more subtle patterns in the data that may be more clearly

13A similar rating system was used in Mikkelsen and Rosholm (2018). We specifically do not refer to it as a
quality appraisal in this study, since the rating system was developed for a specific medical context. For example,
preregistration has not been a tradition within many social science disciplines until very recently, and much of the
information on compliance is simply not available in many of the observational studies based on administrative data.
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revealed in the systematic review. Therefore, in this paper, we utilize both approaches to

present a comprehensive and clear overview of the available evidence.

Both approaches, however, carry the potential for oversimplification, as aggregating

findings from diverse studies into a single metric or conclusion can oversimplify complex

phenomena into overly simplified representations. Simultaneously, there is a risk of losing

valuable contextual insights, as these methods may, at times, omit or diminish the rich

context in which the original studies were conducted. These insights may be essential to

accurately interpret the results. On the other hand, systematic reviews and meta-analyses

rigorously follow predefined criteria for inclusion, analysis, and interpretation. These cri-

teria underscore the importance of minimizing biases and facilitating replication by other

researchers, thereby upholding transparency in the process. Additionally, these methods

frequently consolidate findings from various contexts, leading to a more comprehensive un-

derstanding of a phenomenon and potentially bolstering the generalizability of the results.

For the meta-analysis, we start by considering the model

(1) ✓̂j = ✓j + ✏j

where ✓̂j is the j th estimate of the true unknown e↵ect size, ✓j , in the data set of K

independent studies (j = 1, ...,K), and ✏j is the sampling error. It is assumed that ✏j ⇠
N(0,�2

j ) and that the sampling variance �2
j is known. When carrying out a meta-analysis,

our aim is to develop a statistical model that allows us to integrate the reported estimates

to identify the true e↵ect size. A crucial aspect to consider is whether to adopt a fixed-

e↵ects14 or random-e↵ects approach, which involves distinct assumptions regarding how

to model the e↵ect sizes.

The fixed-e↵ects approach assumes that all studies share the same true e↵ect size, i.e.

✓j = ✓j0 = ✓ for j 6= j
0. While observed e↵ect sizes may di↵er across studies due to

sampling error, their true e↵ect sizes are constant and fixed. In the absence of sampling

error, if we were to compute the e↵ect size of each study, all true e↵ect sizes would thus

be identical. We can obtain the fixed-e↵ects estimate of ✓j using a weighted average of all

studies:

(2) ✓̄j =

PK
j=1wj✓j

PK
j=1wj

where the estimated weights are given by the inverse variance, wj =
1
�2
j
, so that estimates

with lower variance (and thus higher precision) are assigned larger weights.

14Also referred to as a common-e↵ect approach
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Unlike the fixed-e↵ects approach, the random-e↵ects approach presupposes that there

is not a single true e↵ect size, but rather a distribution of true e↵ect sizes across the

studies. Thus, it assumes that e↵ect sizes are di↵erent, i.e. ✓j 6= ✓j0 for j 6= j
0 and that

the included studies represent a random sample from a larger population of studies. In

addition to the sampling error, this results in an additional error source since the true e↵ect

size ✓j is a component of a broader distribution of true e↵ect sizes with mean µ, meaning

that ✓j = µ+ ⇣j where ⇣j is the sampling error from this distribution. It is assumed that

⇣j ⇠ N(0, ⌧2) where ⌧
2 represents the between-study heterogeneity, which is beyond the

mere sampling variability. Specifically, the random-e↵ects model thus assumes that

(3) ✓̂j = ✓j + ✏j = µ+ ⇣j + ✏j

We can obtain the random-e↵ects estimate from using the weighted average of all studies as

in (2), but with adjusted weights given by wj =
1

�2
j+⌧̂2

, where ⌧̂2 is an estimate of ⌧2. From

⌧
2, we are able to quantify the between-study heterogeneity using the I2 statistic (Higgins

and Thompson, 2002). The I
2 statistic is defined as the proportion of total variation in

study estimates that is due to heterogeneity between studies.15 Note that various methods

are available to estimate ⌧
2. We use the restricted maximum likelihood estimator, which

is generally recommended based on simulated scenarios (Viechtbauer, 2005; Langan et al.,

2019). However, we find similar results for four out of five other methods that we employ

as seen in Appendix Table A5.

It is important to note that when ⌧
2 = 0, the random-e↵ects model reduces to the

fixed-e↵ects model. In real-world applications, it is often unrealistic to assume complete

homogeneity among studies included in a meta-analysis. Maybe the type of treatment, the

duration of the treatment, or the characteristics of the study population vary across the

studies. Since we expected a significant level of between-study heterogeneity for exactly

these reasons, we employed a random-e↵ects model to pool the e↵ect sizes.

After conducting the initial meta-analysis, we take a step further by performing meta-

regressions to try to identify some sources of heterogeneity in e↵ect sizes. This allows us to

examine how certain characteristics of the studies and interventions that were included in

the meta-analysis may moderate the e↵ect sizes that we observed. Regarding study char-

acteristics, we incorporate variables such as the geographic region where the study was

conducted (di↵erentiating between North America and Europe), the score obtained on the

study assessment checklist, and the empirical strategy employed. In terms of intervention

characteristics, we consider the type of intervention utilized. By analyzing these factors

15The calculation of I2 is formally determined by: I2 = ⌧̂2

⌧̂2+s2
⇥ 100% where s2 =

P
wj(K�1)

(
P

wj)2�
P

w2
j
where K is the

number of studies and wj = 1
�2
j
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using meta-regressions, we can discern how they might impact the e↵ectiveness of inter-

ventions in diverse contexts. Specifically, we estimate a random-e↵ects meta-regression

model expressed as:

(4) Yi = �0 + �1X1i + . . .+ �kXki + ui + ✏i

where Yi represents the e↵ect size reported in study i, X1i, . . . , Xki are study-level covari-

ates, �0, . . . ,�k are the regression coe�cients, ui is the between-study variance assumed

to follow a normal distribution with mean 0 and variance ⌧
2, and ✏i is the within-study

error.

Meta-analysis serves as a powerful tool, aiding researchers in synthesizing findings from

various studies and deriving a more accurate estimation of the true e↵ect size. However, the

validity of this integrated analysis relies heavily on the assumption that the incorporated

studies are statistically independent. This implies that the outcomes of individual studies

should not bear any influence on each other. Any breach in this independence can result

in skewed or erroneous estimates of the true e↵ect size. For example, if a pair of studies

utilize the same data set or participants, the outcomes of one might inadvertently influence

those of the other.

Since some of our included studies report multiple estimates, typically from conducting

di↵erent interventions with the same cohort of students, we employ cluster-robust variance

estimation. This approach accommodates correlations of estimates within each study, and

thus, it e↵ectively manages inherent dependencies that might occur when multiple e↵ect

sizes originate from a single study (Hedges, Tipton and Johnson, 2010). As an alternative

approach to address the issue of statistically dependent estimates within each study, we

also considered a multi-level approach with three levels, but we find that there is essentially

no heterogeneity for the second level (i.e. within studies). Therefore, the results are similar

to the standard approach, which consists of two levels.16

To further refine the precision of our pooled e↵ect, we incorporate Knapp-Hartung ad-

justments (Knapp and Hartung, 2003), which especially is appropriate in situations with

heterogeneity and a small number of studies (IntHout, Ioannidis and Borm, 2014). This

procedure enhances the sensitivity of the confidence interval for the pooled e↵ect size,

better reflecting the true underlying variability in the e↵ect sizes across di↵erent studies.

Specifically, the Knapp-Hartung adjustment takes into account the potential for overesti-

mation of between-study variance that can occur in standard random-e↵ects meta-analysis,

leading to more conservative and reliable confidence intervals.

Our results are robust to not applying either the cluster-robust variance estimation or

16Results are available upon request.
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the Knapp-Hartung adjustments, as evidenced in Appendix Table A6.

Publication Selection Bias. — Publication bias, or more broadly, selective reporting,

refers to the situation where studies selected for a scientific review systematically diverge

from all relevant available studies. Specifically, publication bias is recognized in the context

of meta-analysis as the correlation between the probability of a study being published and

the statistical significance of its results. Studies may not be accepted for publication with

non-significant findings.

In the scenario where we are missing some studies in our meta-analysis, the implications

for our results depend on whether these missing studies are a random sample of all pertinent

studies, or if there’s a systematic discrepancy. If the unaccounted-for studies serve as a

random sample of all relevant studies for our research query, our meta-analytic results,

although slightly less precise, will generally remain valid. However, if the missing studies

systematically diverge from the known studies - for instance, if smaller studies with non-

significant outcomes are consciously not published - it can induce bias in our meta-analytic

results. The presence of systematic bias in meta-analyses may have significant implications

for policy decisions or interventions. However, it can be argued that meta-analysis o↵ers

a partial remedy to the problem since researchers have the opportunity to identify and

estimate the impact of bias by examining the information within the distribution of e↵ect

sizes from the studies at hand.

One of these methods is the use of funnel plots, which are scatter plots of e↵ect sizes

from individual studies (✓̂ij) against a measure of each study’s size or precision (i.e. the

inverse of the estimates’ standard errors: 1/SEij) (Light et al., 1984). Asymmetry in these

plots can indicate the possibility of publication bias, but it is important to recognize that

factors other than publication bias can also contribute to the observed asymmetry. These

factors may include the presence of a moderator variable that is correlated with the study

e↵ect, or the existence of significant heterogeneity between studies. The FAT (Funnel

Asymmetry Test) o↵ers a more systematic methodology for assessing asymmetry in funnel

plots (Stanley and Doucouliagos, 2012). Specifically, the test uses a simple regression

model to check the presence of bias:

(5) ✓̂j = �0 + �1SEj + ✏j

where ✓̂j again is the estimated coe�cient of interest (here, the e↵ect size on first year

persistence or six year graduation), and SEj is the associated standard errors of the e↵ect

size. The regression is based on the presumption that the reported e↵ect, ceteris paribus,
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is positively correlated with its standard error when publication bias is present.17 Con-

sequently, the FAT (Funnel Asymmetry Test) infers the presence of publication bias by

testing H0 : �1 = 0 (Egger et al., 1997; Stanley and Doucouliagos, 2012) and is considered

as a test of whether the funnel graph is asymmetric. In contrast, the PET (Precision

E↵ect Test) tests H0 : �0 = 0 in Equation 5, and thus, whether a true empirical e↵ect is

present, independent of any potential distortion caused by publication bias. The intercept

serves as a selection-corrected e↵ect-size estimate since the intercept represents an extrap-

olated e↵ect size with zero SE and hence perfect precision (Vevea, Coburn and Sutton,

2019). However, PET is known to be biased when there is heterogeneity across studies.

To account for this issue, the PEESE (Precision E↵ect Estimate with Standard Errors)

step is implemented if PET is significant (Stanley and Doucouliagos, 1997). PEESE re-

gresses e↵ect sizes on the square of standard errors as seen in Equation 6, unlike PET

which regresses on standard errors. While both PEESE and PET methods result in biased

intercepts, there is a notable distinction in the degree of bias exhibited. PEESE, despite

its inherent bias, demonstrates a relatively smaller extent of distortion in the intercept

estimation when compared to PET.

(6) ✓̂j = ↵0 + ↵1SE
2
j + ✏j

It is important to note that the variance of ✏j in this regression will di↵er across estimates.

Consequently, it is commonly recommended to employ weighted least squares (WLS),

where the inverse of the variance of the study’s estimate (1/SE2
j ) is utilized as the weight

(Stanley and Doucouliagos, 2012).

While these methods are helpful tools, they are not infallible, and their results should

be interpreted with caution. It is well-known that they su↵er from low power and have

di�culty in incorporating heterogeneity. Additionally, it is important to keep in mind that

they do not confirm the cause of the asymmetry. For instance, in the case of RCTs, re-

searchers might deliberately plan their studies to attain a predetermined level of statistical

power. When anticipating a small e↵ect size, a larger sample size may be chosen to ensure

the study’s ability to detect the e↵ect, resulting in a smaller standard error. Conversely,

when expecting a large e↵ect size, a smaller sample size may su�ce, leading to a larger

standard error. This ”endogenous precision” can introduce an asymmetry that is not at-

tributable to publication bias but rather stems from the study’s inherent design choices.

The presence of ”endogenous precision,” particularly in RCT contexts, underscores the

necessity of approaching funnel plot results and statistical methodologies informed by its

principles with caution and considering alternative explanations for observed asymmetries.

17In contrast, in accordance with the conventional t-test and random sampling theory, estimates and their standard
errors should be independent of each other.
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II. Descriptive Statistics

Figure 1 shows a PRISMA flow diagram of the search results. The literature search

yielded 13992 potentially relevant publications (7235 after the removal of 6757 duplicates).

These 7235 studies were screened against title and abstract, which resulted in the exclusion

of 7058 studies.
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Figure 1. : PRISMA Flow Diagram

The remaining 177 studies were then assessed for full text eligibility. 119 articles were

excluded in this second stage, leaving 60 studies. As we were mainly interested in inter-

ventions that could be implemented at the local (department, faculty or university) level,

we finally decided to exclude 21 studies focusing on financial incentives, which are typi-

cally implemented at state or national levels. This left 39 studies to be included in the

review. Two of these reported results from the same trial, so we only included the one

with the most comprehensive set of results, thus leaving us with a final of 38 studies in

the systematic review.
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The interrater reliability was 0.55 in the first stage, while it was 0.49 in the second stage.

Agreement about inclusions and exclusions was 97 % in the first stage, and 75 % in the

second stage. A lot of studies were not included because they did not separate between

community college students and university students. Thus, while the interrater reliability is

not impressive, most disagreements were caused by the di�culty of assessing the possibility

of extracting results from college students separately from community college students.

Other reasons for disagreement were whether or not interventions were exclusively con-

ducted during the first year, that the chosen evaluation design did not meet the inclusion

criteria (e.g. a PSM without the pre-specified minimum set of covariates), and that no

relevant outcomes were reported.

Table 1 presents the descriptive statistics of the sample. Since some studies reported

more than one result (i.e. both first-year persistence and six-year graduation rates, or

results for several mutually exclusive groups), the table contains a column that shows

descriptive statistics by study and one that shows descriptive statistics by estimates. Table

A2 in the Appendix contains a more detailed description of each study.

As already mentioned, for some studies, the information did not allow the calculation

of standardized e↵ect sizes. For some studies there was not an estimate of the e↵ect, we

could only assess its sign and significance, for instance because the treatment was not

dichotomous (e.g. a class size as in Bettinger and Long (2018)). In those cases, the study

was only included in the narrative systematic review. These studies were Bettinger and

Long (2018), Oosterbeek and van Ewijk (2014), Soria and Werner (2018), and Zilvinskis,

Borden and Severtis (2020).

For the remaining studies with insu�cient data for calculating e↵ect sizes, we contacted

the authors to request the missing information. We contacted the authors of eight studies

in total and obtained information from six of them. The two studies where we were unable

to obtain information were also not included in the meta-analysis. These were Chiteng Kot

(2014) and Casey et al. (2018) (for the latter, only information for the impact on six-year

graduation rate was missing). Hence, we were able to calculate standardized e↵ect sizes for

49 out of 56 of the impact estimates included in the narrative review. The characteristics

of the estimates included in the meta-analysis are shown in the third column of table 1.

27 studies (42 estimated e↵ects) were from North American universities, while 11 (14)

were from European universities. In terms of evaluation method, 10 studies (15 e↵ects)

were based on data from randomized trials, while the remaining studies used observational

methods - 6 (13) used regression discontinuity designs, 2 (2) used di↵erence-in-di↵erences

designs, 3 (5) used instrumental variables techniques, and 17 (21) were based on some type

of (propensity score) matching strategy.

42 estimates were first year persistence/dropout, while 14 were six-year graduation rates.
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Table 1—: Descriptive statistics

Studies Results Meta-analysis

Number 38 56 49

Type of intervention
Feedback and support 12 15 14
Peer groups 8 12 11
Academic skills upgrade 6 12 12
Institutional setting and requirements 7 10 6
Specific courses 5 7 6

Region
North America 27 42 36
Europe 11 14 13

Experimental method
RCT 10 15 14
RDD 6 13 12
DID 2 2 1
IV 3 5 3
Matching estimator 17 21 19

Outcome type
First year persistence 42 37
Six year graduation 14 12

Check list index
7-10 13 25 23
4-6 16 22 20
1-3 9 9 6

E↵ect
Positive 24 22
Insignificant 28 24
Negative 4 3
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The included studies involved a diversity of intervention types and contents. Overall, we

identified ten di↵erent types of interventions, which - for analytical purposes - we grouped

further into five crude categories:

Twelve studies (15 estimates) were of the type feedback and support (e.g. various types

of mentoring); Aulck et al. (2016), Bergey et al. (2019), Campbell and Campbell (2007),

Chiteng Kot (2014), Clark and Cundi↵ (2011), Culver and Bowman (2020), Deighton et al.

(2019), Dennehy and Dasgupta (2017), Dobronyi, Oreopoulos and Petronijevic (2019),

Ellis and Gershenson (2020), Plak et al. (2020), and Stegers-Jager, Cohen-Schotanus and

Themmen (2013).

Eight studies (12 estimates) involved some kind of peer group component (e.g. study

group composition or living & learning communities); Booij, Leuven and Oosterbeek

(2017), Booth, Cardona-Sosa and Nolen (2018), Johnson et al. (2020), Masserini and Bini

(2021), Nix, Roberts and Hughes (2016), Nosaka and Novak (2014), Oosterbeek and van

Ewijk (2014), and Reynolds (2020).

Six studies (12 estimates) had elements of academic skills upgrade (e.g. specific introduc-

tory courses on, say, math); Attewell and Monaghan (2016), Boatman and Long (2018),

De Paola and Scoppa (2014), Duchini (2017), Findley-Van Nostrand and Pollenz (2017),

and Wachen, Pretlow and Dixon (2018).

Seven studies (10 estimates) implemented changes in institutional settings and require-

ments (e.g. changing admission policies or academic probation); Bettinger and Long

(2018), Carrieri, D’Amato and Zotti (2015), Casey et al. (2018), Lindo, Sanders and

Oreopoulos (2010), Novak, Paguyo and Siller (2016), Tafreschi and Thiemann (2016), and

Zilvinskis, Borden and Severtis (2020).

Finally, five studies (7 estimates) contained specific courses (e.g. ’university 101’, lead-

ership courses etc.); Bowman and Culver (2018), Bowman and Holmes (2018), Keller and

Lacy (2013), Song et al. (2018), and Soria and Werner (2018).

(a) Studies by Checklist Index (b) Studies by Publication Year
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Table A2 in the online appendix provides the study assessment checklist values for each

of the included studies. Figure 2a shows the checklist index. The average index value is 5.6,

and the median is 5.5 (28 at 5 or below, 28 at 6 or above). Table A2 reveals that low scores

are primarily due to lack of pre-registration, lack of su�cient control variables, missing

description of compliance rates, missing (precise) definitions of the outcome variable, etc.

Figure 2b describes the studies by year of publication. The figure reveals that no studies

from 2000 until 2006 were included, and only five studies were published before 2014. This

is in part due to lack of studies, and in part due to exclusion of studies due to not meeting

the inclusion criteria.

III. Systematic Review

Table 1 shows that of the 56 results found in the 38 included studies, 24 (43%) had

a significantly positive e↵ect, 28 had no significant impact, while 4 had a significantly

negative impact. Hence, we find a clear tendency to positive over negative e↵ects, although

half of the studies produce e↵ects that are not significantly di↵erent from zero.

If we look at e↵ects by region, the results are identical; both in North America and

Europe, 43% have significantly positive e↵ects and 7% have significantly negative impacts.

Split by estimation method, 4 (33%) of the RCTs had significantly positive e↵ects (and

none negative), 1(8%) of those based on regression discontinuity designs were significantly

positive (3 negative), while those based on matching type estimators had 17 (74%) signif-

icantly positive e↵ects (none negative). The two remaining methods were used in too few

studies to meaningfully infer anything.

For the estimates on first-year persistence rates, 17 (40%) had positive e↵ects (4 nega-

tive), while for impact estimates on six-year graduation rates, 7 (50%) were significantly

positive (none negative).

Of the studies rated 7-10 on the study assessment checklist, 6 (24%) had significantly

positive e↵ect (2 negative), for those rated 4-6, 13 (59%) were significantly positive (2 neg-

ative), while for the scoring 3 or below, 5 (56%) were significantly positive (none negative).

Finally, if we split the estimates by the type of intervention, those involving feedback and

support had 7 (47%) significantly positive estimates (none negative), interventions contain-

ing peer group elements had 7 (58%) positive and none negative, those involving academic

skills upgrade had 3 (25%) significantly positive estimates (none negative), interventions

regarding institutional settings and requirements had 2 (20%) significantly positive and 3

negative, and specific courses had 5 (71%) significantly positive (none negative).

Summing up this counting exercise, we find a tendency that RCTs and studies based on

RDD designs tend to produce fewer positive e↵ects, while matching estimators in particular
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are likely to have positive e↵ects. Studies with a higher checklist rating are slightly less

likely to be positive, while interventions with peer groups or specific courses are most likely

to have positive e↵ects, and interventions involving changes in institutional settings and

requirements are least likely to have positive e↵ects.

We now take a closer look at a few of those studies that reveal significantly positive and

relatively large e↵ects. First, we look at interventions containing peer group elements. Two

studies stand out; those by Booij, Leuven and Oosterbeek (2017) and Booth, Cardona-

Sosa and Nolen (2018). They both used RCT methods, found relatively large e↵ects, and

scored relatively high on the checklist index. Booij, Leuven and Oosterbeek (2017) use

data on undergraduate students in economics from a Dutch university and randomize the

composition of tutorial groups. They find that three-way tracking by ability increases

first-year persistence rates for those with low and medium ability by 12 percentage points,

relative to an average persistence rate of 60 percent.

Booth, Cardona-Sosa and Nolen (2018) randomly assign first-year students to all-female,

all-male or coed classrooms for one hour per week. They find that women assigned to all-

female classrooms have significantly lower dropout rates than women in coed classrooms.

The remaining studies in this category (Johnson et al. (2020); Nix, Roberts and Hughes

(2016); Nosaka and Novak (2014)) are U.S. based and are in the ’Living and Learning

Community’ or ’Learning Community’ category. They all use some variant of matching

technique, and they all score quite low on the checklist index.

The other category that stands out with relatively many significantly positive e↵ects

is specific courses. These are a mixture of intervention types (honors programs, service-

learning and academic leadership courses) and no particular intervention stands out. They

are all conducted in the U.S, use either matching or IV techniques and all score relatively

low on the checklist index.

Among the remaining studies with significant positive e↵ects, we should also mention

the studies by Deighton et al. (2019) and Dennehy and Dasgupta (2017) which also gen-

erate relatively large e↵ect sizes, score well on the checklist index, and are based on RCT

evaluations. Deighton et al. (2019) study a supportive text messaging intervention em-

ployed during potentially stressful periods of the academic year aimed at students with low

emotional intelligence. Students were (quasi-) randomly assigned to either a treatment or

a control group, and those in the treatment group had 17 percentage points lower dropout

rates than individuals in the control group.

Dennehy and Dasgupta (2017) conduct a randomized experiment of a peer mentoring

intervention on women’s retention in engineering. They find that dropout rates are reduced

by 13 percentage points, when women are are assigned to female peer mentors.

Based on this narrative review, we would conclude that the most convincing evidence
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shows that especially interventions involving some element of systematic and selective peer

group interaction, either by gender or by ability grouping, shows promising e↵ects.

IV. Meta-analysis

Utilizing a random-e↵ects model in our meta-analysis, we systematically estimate the

overall e↵ect of the interventions on first-year persistence and six-year graduation. De-

scriptive statistics for the 49 e↵ect sizes included in the meta-analysis are shown in the

third column of Table 1. Table 2 reports the results, which are also depicted in forest

plots in Figures 3 and 4 for first-year persistence and six-year graduation, respectively.

The pooled e↵ect size for first-year persistence is 0.076, which is statistically significantly

di↵erent from 0 at the 5% significance level, and implies that the interventions on average

significantly improved first-year persistence. Similarly, we find a significant positive e↵ect

size of 0.125 for the included studies that consider six-year graduation as an outcome.

Table 2—: E↵ect sizes

First-year persistence Six-year graduation

Estimate 0.075 0.124
(0.028) (0.044)

p-value 0.012 0.022

⌧
2 0.018 0.009

I
2 94.43% 87.37%

Prediction interval [-0.204, 0.353] [-0.116, 0.363]
Observations 37 12
Studies 31 9

While the estimated e↵ect sizes vary from -0.42 to 0.39 for first-year persistence, the e↵ect

sizes vary slightly less for graduation (from -0.21 to 0.32). The prediction intervals also

demonstrate considerable fluctuation. Although the upper boundaries of the prediction

intervals appear to be the same for both outcomes, the lower boundary is marginally more

negative for the results of first-year persistence. The fact that these prediction intervals

encompass negative values suggests that the possibility of negative intervention e↵ects

cannot be disregarded in future studies. From the I
2 statistics, we further observe that

94% of the total variability in e↵ects sizes for first-year persistence and 87% for six-year

graduation is due to between-observation heterogeneity rather than sampling variance.

Both of these numbers are fairly large. Such considerable heterogeneity indicates that

there is quite strong evidence against a single true e↵ect size as argued by a fixed-e↵ects

approach and implies that the e↵ect of the interventions varied across the di↵erent studies.
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Author

Tafreschi & Thiemann 
Boatman & Long
Dennehy & Dasgupta 
Boatman & Long
Casey et al.
Plak et al.
Lindo et al.
Bergey et al.
Dobronyi et al.
Culver & Bowman
Bowman & Holmes
Stegers−Jager et al. 
Reynolds
Booij et al.
Attewell & Monaghan
Duchini
Ellis & Gershenson
Bowman & Culver
Boatman & Long
Song et al.
Aulck et al.
Masserini & Bini
Finley van Nostrand & Pollenz 
Booij et al.
Wachen et al.
Keller & Lacy
Johnson et al.
Nosaka & Novak
Novak et al.
De Paola & Scoppa 
Campbell & Campbell
Ellis & Gershenson
Carrieri et al.
Clark & Cundiff
Booij et al.
Deighton et al.
Dennehy & Dasgupta

Random effects model (HK) 
Prediction interval 
Heterogeneity: I2 = 94%, p < 0.01

S.A.C.

M
H
H
H
H
H
H
L
H
L
M
H
M
H
M
M
H
L
H
M
M
M
M
H
M
M
L
M
M
H
L
H
H
M
H
M
H

−0.5 0 0.5

Effect Size ES

0.07

−0.42
−0.25
−0.15
−0.13
−0.10
−0.10
−0.09
−0.07
−0.07
−0.05
−0.03
−0.03
−0.02

0.00
0.01
0.02
0.03
0.07
0.08
0.10
0.10
0.12
0.13
0.14
0.15
0.15
0.20
0.21
0.21
0.23
0.25
0.27
0.28
0.29
0.36
0.37
0.39

95%−CI

[ 0.02;  0.13]
[−0.20;  0.35]

[−0.75; −0.09]
[−0.45; −0.04]
[−0.45;  0.15]
[−0.38;  0.11]
[−0.21;  0.00]
[−0.25;  0.06]

[−0.16; −0.02]
[−0.16;  0.01]
[−0.17;  0.04]
[−0.15;  0.05]
[−0.14;  0.08]
[−0.33;  0.27]
[−0.10;  0.06]
[−0.13;  0.13]
[−0.05;  0.07]
[−0.10;  0.14]
[−0.44;  0.49]
[−0.00;  0.14]
[−0.54;  0.70]
[ 0.06;  0.14]
[ 0.09;  0.11]

[−0.07;  0.32]
[−0.04;  0.31]
[ 0.00;  0.28]
[ 0.13;  0.17]
[ 0.05;  0.26]
[ 0.09;  0.31]
[ 0.15;  0.27]
[ 0.11;  0.32]
[ 0.09;  0.38]
[ 0.15;  0.34]

[−0.30;  0.83]
[ 0.07;  0.50]
[ 0.12;  0.46]
[ 0.12;  0.60]
[ 0.15;  0.59]
[ 0.19;  0.58]

Weight

100.0%

1.4%
2.3%
1.6%
2.0%
3.2%
2.8%
3.5%
3.4%
3.2%
3.3%
3.2%
1.6%
3.4%
3.0%
3.5%
3.1%
0.9%
3.5%
0.6%
3.6%
3.7%
2.4%
2.6%
2.9%
3.7%
3.2%
3.2%
3.6%
3.2%
2.9%
3.3%
0.7%
2.2%
2.6%
2.0%
2.2%
2.4%

Figure 3. : Forest plot: first-year persistence

This high heterogeneity underscores the need for careful interpretation of our findings,

acknowledging the possibility that the observed e↵ects may not be universally applicable

across all settings and populations. It also provides a strong rationale for searching for

moderators and mediators of e↵ect sizes in meta-regression analyses.

Table 3 presents the results from meta-regressions conducted to analyze subgroup ef-

fects. Meta-regressions were only conducted for the outcome ’first-year persistence’, as
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Author

Random effects model (HK) 
Prediction interval 
Heterogeneity: I2 = ��%, p < 0.01

Boatman & Long
Boatman & Long
Boatman & Long
Lindo et al.
Attewell & Monaghan
Booth et al.
Song et al.
Aulck et al.
Nosaka & Novak
Nix et al.
Booth et al.
Keller & Lacy

S.A.C.

H
H
H
H
M
H
M
M
M
L
H
M

−0.6 −0.2 0 0.2 0.4 0.6

Effect Size ES

0.12

−0.21
−0.09
−0.01

0.05
0.07
0.08
0.11
0.12
0.20
0.22
0.28
0.32

95%−CI

[ 0.05; 0.20]
[−0.10; 0.35]

[−0.76; 0.35]
[−0.26; 0.08]
[−0.15; 0.13]
[−0.05; 0.15]
[ 0.01; 0.13]

[−0.06; 0.21]
[ 0.05; 0.17]
[ 0.11; 0.13]
[ 0.10; 0.29]
[ 0.14; 0.30]
[ 0.18; 0.38]
[ 0.18; 0.46]

Weight

100.0%

1.2%
6.4%
7.5%
9.0%

10.6%
7.6%

10.6%
11.7%
9.3%
9.8%
9.0%
7.4%

Figure 4. : Forest plot: six-year graduation

the number of estimates for six-year graduation was too small for subgroup analyses. We

conducted separate meta-regressions for four di↵erent potential moderators: intervention

types, study assessment checklist, empirical methods, and the study setting.

In terms of intervention types, the five di↵erent categories show estimated e↵ect sizes

between -0.01 and 0.13. The only significantly positive e↵ect size arises for interventions

in the peer groups category (ES=0.13). Feedback and support and specific courses tend

to have positive e↵ects, but none of them are statistically significant. For academic skills

upgrade and institutional settings and requirements e↵ect sizes are very small. The Study

Assessment Checklist analysis reveals that studies assessed ’medium’ on this scale have

significant e↵ects (ES=0.11), while studies with lower or higher scores reveal somewhat

smaller and statistically insignificant e↵ects.

When looking at the statistical method involved, we had to group RD, DID, and IV

designs into one category. We found that studies using ’Matching’ methods found positive

e↵ects (ES=0.13), while neither ’RCT’ or ’Others’ showed any significant e↵ects. This is

of course a little worrying, as we would, all else equal, have more faith in studies based on

randomization or some quasi-random identification strategy than we would in matching

strategies.18

Finally, we found statistically significant e↵ects only for studies conducted in North

America (ES=0.10) but not for Europe. This would appear largely to be caused by statis-

18Note that we did put some minimum requirements—described in the section on inclusion criteria—on matching
studies for them to be included in the review.
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Table 3—: Meta-regressions / subgroup analyses

Subgroup Number Estimate SE P-value ⌧2 I2 Nm Ns

Intervention

Feedback and support 0.09 (0.04) 0.07 0.03 90.87% 13 11
Peer groups 0.13 (0.04) 0.02 0.01 76.22% 7 5
Academic skills upgrade 0.04 (0.07) 0.52 0.02 87.93% 8 6
inst. settings etc. -0.01 (0.13) 0.96 0.06 93.46% 5 5
Specific courses 0.08 (0.04) 0.11 0.00 49.99% 4 4

S.A.C.
1-3 0.08 (0.06) 0.29 0.02 89.05% 5 5
4-6 0.11 (0.04) 0.02 0.01 94.41% 15 15
7-10 0.04 (0.05) 0.42 0.03 80.56% 17 11

Methods
RCT 0.08 (0.05) 0.12 0.03 79.91% 12 8
Others -0.03 (0.07) 0.65 0.03 85.08% 10 8
Matching 0.13 (0.03) 0.00 0.01 92.67% 15 15

Continent
Europe 0.10 (0.07) 0.16 0.03 77.90% 11 9
North America 0.07 (0.03) 0.04 0.02 95.46% 26 22

Note: Nm refers to number of e↵ect sizes, and Ns refers to number of studies.

tical power issues, as the estimated e↵ect size for Europe is actually larger than for North

America.

A. Robustness Check

We conduct a leave-one-out meta-analysis to examine whether some individual studies

have an unduly large impact on the estimated e↵ect sizes. The e↵ect sizes from the leave-

one-out meta-analysis are shown in Figures 5 and 6. It is clear that the overall e↵ects size

is very robust to leaving out any single study, as the e↵ects sizes vary from 0.07 to 0.08

and 0.11 to 0.14, respectively, and its statistical significance does not change either. The

e↵ect is thus robust to the exclusion of single studies.

B. Publication Bias

As argued in Section I.E, the funnel plot serves as a useful first step for detecting

publication bias. Figure 7 shows funnel plots for first-year persistence in the left panel and

six-year graduation in the right panel. We find no clear indication of publication bias, as

the funnel plots appear fairly symmetric. Note that the y-axis in funnel plots is inverted

(meaning that “higher” values on the y-axis represent lower standard errors). Appendix

Figure A1 show contour plots, which includes significance levels to the funnel plots.

Table 4 presents the results for publication bias from the FAT (Egger’s regression test)

and PET Equation 5 in columns 1 and 3 as well as the PEESE Equation 6 in columns

2 and 4. First, the FAT test reveals no significant publication bias, neither for first-year

persistence, nor for six-year graduation. Second, the PET and PEESE tests indicate
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Figure 5. : Leave-One-Out: first-year persistence

that there are indeed significant e↵ects present, even when a correction for (insignificant)

publication bias is performed. In sum, we find no evidence of publication bias and hence

also no indication that the significant e↵ect sizes we find are generated by publication bias.

V. Conclusion and Discussion

In the present review and meta-analysis, we evaluated what types of interventions can

reduce the likelihood of student dropout in higher education. In the systematic review,
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Figure 6. : Leave-One-Out: six-year graduation
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Figure 7. : Funnel plots

we argue that the most convincing evidence shows that especially interventions involving

some element of systematic and selective peer group interaction, either by gender or by

ability grouping, shows promising e↵ects. We also tend to find that studies based on PSM

type estimation methods produce more significantly positive e↵ects and that RCTs tend

to produce fewer significantly positive e↵ects, although some of those studies that produce

the largest e↵ects are in fact based on RCTs. Finally, we find a tendency that studies that
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Table 4—: Tests for publication bias

First-year persistence Six year graduation

(1) (2) (3) (4)

SE of estimate �1 -0.681 -2.812 -0.063 -3.186
(0.503) (3.788) (0.709) (6.020)

Constant �0 0.116 0.108 0.125 0.125
(0.013) (0.011) (0.012) (0.010)

FAT (H0: �1 = 0) p-value 0.184 0.463 0.930 0.608
PET / PEESE (H0: �0 = 0) p-value 0.000 0.000 0.000 0.000

Observations 37 37 12 12
Number of studies 31 31 12 12

score highest on the study assessment checklist produce fewer significantly positive e↵ects.

In the meta-analysis, we split the analysis by whether the dependent variable was first-

year persistence or six-year graduation. We found significant positive e↵ects in both cases

(ES=0.08 and 0.13, respectively). When looking at meta-regressions, we found significantly

positive, and larger than average, e↵ect sizes for interventions involving manipulating

peer groups by e.g. gender or ability. We found a tendency for interventions involving

feedback and support as well as specific courses to produce positive e↵ects, although none

of these were statistically significant. We found that the meta-analysis was robust to

leaving out single studies, and we found no evidence of publication bias. While previous

reviews overall tended to conclude that interventions involving mentoring and student-

faculty interactions showed promising e↵ects, we do find a tendency to the same in this

study (those intervention are labeled feedback and support in our study), but we find

clearly the strongest evidence for studies manipulating peer groups in a systematic way.

This result is present in both the narrative systematic review as well as the meta-analysis,

hence, we are quite confident that this is the type of intervention we would recommend

for further study.19

We now briefly discuss the economic importance of the estimated e↵ect sizes and the

potential gains from interventions relative to the costs of interventions. We do so primarily

in the context of our own department where we have a good grasp of the economics

involved. Interventions involving peer groups showed significantly positive e↵ects, while

two types of interventions tended to have positive e↵ects; those involving various types

19Indeed, together with a few colleagues, we are currently conducting a randomized trial at our own department,
where we manipulate the composition of study groups by gender and ability.
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of specific courses and those involving feedback and support. Peer group interventions -

to the extent that they just re-allocate students in teams or study groups - are likely

almost zero-cost interventions, while specific courses as well as certain types of feedback

and support are also perceived to be relatively low cost (per student). From the perspective

of the department, the cost of dropout is the lost subsidy (or tuition) from the government.

At our department, this corresponds to around DKK 170,000 per students dropping out

during the first semester, assuming, perhaps optimistically, that they would otherwise all

have continued to complete a Master’s degree.20

As an example, the study of tracking study groups by ability by Booij, Leuven and

Oosterbeek (2017) found e↵ect sizes of 0.36 standard deviations for the third of the students

with lowest GPA. With a conservatively specified dropout rate of 50% in the lowest third

and 25% in the medium ability group, this corresponds to a 18 percentage point reduction

in the dropout rate for the third of the student intake with the lowest GPA and a 6%

reduction for the medium group. Hence, the potential gains from such an intervention are

large from the perspective of a single department. With an annual intake of, say, 1000

students, this would amount to additional permanent funding of (170,000 x 0.18 x 1,000

x 1/3) + (170,000 x 0.06 x 1,000 x 1/3) = DKK 13,600,000 per year. However, a reduced

drop-out rate would naturally also require additional teaching resources, which would lead

to an increase in costs. Hence, the numbers given above should be perceived as upper

bounds on the potential gains. Nevertheless, the total potential gain in subsidies to the

department from such an intervention would be considerable. Even with an average e↵ect

size of 0.08, the dropout rate will be reduced by around 3.5-4 percentage points for the

targeted group, which - depending on the size of the student cohort - is likely to justify a

considerable investment in dropout reducing interventions.

When it comes to society’s perspective, a number of additional factors come into play;

first of all, some dropouts are productive in the sense that students go on to complete

alternative educations yielding possibly higher productivity, while others complete lower-

level education, and yet others leave the educational system entirely. Second, there is the

reduced time spent in the educational system for those switching to alternative educations

- this time saving may lead to earlier labour market entry for those students. Third, the

returns to education is typically estimated at 6-11% per year, which amounts to 30-55%

additional earnings per year for the rest of one’s working life, if the alternative is to leave

the educational system. On the other hand, the student then has five additional years in

the labour market, where he or she adds to GDP. Hence, the calculation from society’s

perspective is more complex, but we would argue that reductions in dropout rates of the

magnitudes discussed above are likely to yield large overall benefits to society as well.

20Since we found e↵ect sizes of slightly larger magnitude on six-year graduation rates, albeit on a subset of studies
and results, this may not be overly optimistic after all.
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We find that the existing literature on interventions aimed at reducing dropout and/or

increasing completion rates could be improved and extended, given the perceived benefits

from such interventions. First of all, it is quite surprising to us, given that universities

consist of researchers, that this is such an under-researched area with so relatively few

randomized trials. Second, there is a general lack of studies in the literature scoring high

on the study assessment checklist. This is particularly due to lack of pre-registration, lack

of power calculations, and lack of information on intervention compliance and fidelity. We

would urge future studies to pre-register protocols, conduct ex-ante power calculations,

and closely monitor implementation fidelity, as it was done in the study by e.g. Dobronyi,

Oreopoulos and Petronijevic (2019). We would also note that we excluded many studies

based on matching methods due to inadequate controls (in particular, high school GPA

or similar controls), which further adds to the impression that quite many studies in the

area has surprisingly low quality.

Third, there is a dramatic shortage of research that distinguishes between study, in-

stitution, and system dropout. However, it is important to distinguish between study

changes within and between universities as well as switches to lower level education and

system dropout, since these all carry di↵erent costs. Yet, to our knowledge, no studies

have pursued this issue, likely due to data availability.

The present study certainly has some limitations. First, any meta-analysis su↵ers from

sensitivity to the chosen search-string as well as the specified inclusion/exclusion criteria

(year of publication, applied methodology, country of study origin etc.). However, both

were laid out in advance in the pre-registered protocol, so anyone should be able to re-

produce and amend the analysis. Second, we were not able to calculate e↵ect sizes using

Glass’ � in all cases, so in some cases we used Cohen’s d instead, which may lead to a

(presumably minor) source of uncertainty in the meta-analysis.

This paper aimed to systematically analyze the impact of di↵erent interventions on

student dropout and graduation rates in higher education. Through a meticulous screening

process of approximately 7250 abstracts, we identified 38 (quasi-)experimental studies that

met our inclusion criteria. By conducting a narrative systematic review and meta-analysis

of these studies, we discovered a positive overall trend, with significant positive e↵ects

observed in both first-year persistence and six-year graduation rates.
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Appendix

A1. The PICO Model and Search String

The PICO model provides a recognized framework for structuring search strings. The

acronym PICO comprises the components: Population, Intervention, Comparison and

Outcome measures. Defining and including these variables in the search string secures

e↵ective searches.

Table A1—: PICO model

Category Search words

Population Students
Freshmen

Context:
Higher education
University
College
Post-secondary education
Further education
Tertiary education

Intervention We will not restrict ourselves to specific interventions. This will intentionally be left blank.

Comparators Meta-analysis
Randomized controlled trials
Controlled trials
Regression discontinuity design
Di↵erence-in-di↵erences
Propensity score matching
Instrumental variables
Quasi-experiment
Natural experiment
Field experiment

Outcome Dropout
Attrition
Departure
Withdrawal
Academic failure
Non-completion
Graduation
Retention
Persistence
Completion
Student outcome
Academic outcome
Transferring
Change of study
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Table A2—: Search string

Student* OR freshm*

AND

Universit* OR ”higher education” OR HE OR colleg* OR “post-secondary education” OR “further educa-
tion” OR “tertiary education”

AND

”Meta analys*” OR “meta-analys*” OR ”random* control* trial*” OR RCT* OR ”control* trial*” OR
“random* trial*” OR ”regression discontinuity” OR ”instrumental variable*” OR ”di↵* in* di↵*” OR “ran-
dom* experiment*” OR “propensity score*” OR matching OR randomized OR randomised OR ”quasi*
experiment*” OR ”natural experiment*” or ”field experiment*”

AND

Dropout* OR ”drop* out*” OR attrition* OR depart* OR graduat* OR retention* OR withdraw* OR
”academic failur*” OR persist* OR complet* OR “non-completion” OR “student outcome*” OR “academic
outcome*” OR transfer* OR “change of stud*”
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Table A3—: Study Assessment Checklist

Criteria National Institutes of Health Quality Assessment

Tool for Controlled Intervention Studies

(a) Randomised trial Was the study described as randomized, a randomized
trial, a randomized clinical trial, or an RCT?

(b) Controlled trial Was the study described as a controlled trial?

(c) Acceptable randomisation or control pro-
cedure

Adequate randomization: Randomization is adequate if it
occurred according to the play of chance (e.g., computer
generated sequence in more recent studies, or random
number table in older studies). Was the control group
matched on relevant variables (age, gender, education,
disorder)?

(d) <20% dropout Was the overall drop-out rate from the study at endpoint
20% or lower of the number allocated to treatment?

(e) Insignificant di↵erence in dropout be-
tween groups

Was the di↵erential dropout rate (between groups) at
endpoint 15 percentage points or lower? (calculated by
subtracting the dropout rate of one group minus the
dropout rate of the other group).

(f) Good fidelity Was there high adherence to the intervention protocols
for each treatment group? (defined as 75% attendance or
more)

(g) Definition of counterfactual treatment is
clear

Were other interventions avoided or similar in the groups
(e.g., similar background treatments)?

(h) Valid, realiable, and consistent measure-
ment of outcomes

Were outcomes assessed using valid and reliable measures,
implemented consistently across all study participants?

(i) Power calculations Did the authors report that the sample size was su�-
ciently large to be able to detect a di↵erence in the main
outcome between groups with at least 80% power?

(j) Protocol? Were outcomes reported or subgroups analyzed pre-
specified (i.e., identified before analyses were conducted)?

(k) Recognised statistical analyses For RCTs: Were all randomized participants analyzed in
the group to which they were originally assigned, i.e., did
they use an intention-to-treat analysis? For controlled
studies: Was a recognized statistical method employed?
(Recognized methods defined as dif-in-dif, regression dis-
continuity, propensity score matching, instrumental vari-
ables).



4
6

F
E
B
R
U
A
R
Y

2
0
2
4

Table A4—: Study Assessment Checklist - Included Studies

Author Year (a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k) Score

Attewell & Monaghan 2016 No Yes No No No No Yes Yes No No Yes 4
Aulck et al. 2021 No Yes No Yes No No Yes Yes No No Yes 5
Bergey et al. 2019 Yes No Yes No No No Yes No No No No 3
Bettinger & Long 2018 No Yes Yes No No No Yes Yes No No Yes 5
Boatman & Long 2018 No Yes Yes Yes Yes No Yes Yes No No Yes 7
Booij et al. 2017 Yes No Yes Yes Yes No Yes Yes No No Yes 7
Booth et al. 2018 Yes No Yes Yes Yes Yes Yes Yes No No Yes 8
Bowman & Culver 2018 No Yes No No No No Yes No No No Yes 3
Bowman & Holmes 2018 No Yes No No No No Yes No Yes No Yes 4
Campbell & Campbell 2007 No Yes No No No No Yes No No No No 2
Carrieri et al. 2015 No Yes Yes Yes Yes Yes Yes Yes No No Yes 8
Casey et al. 2018 No Yes No Yes Yes Yes Yes Yes No No Yes 7
Chiteng Kot 2014 No Yes No No No No No Yes No No Yes 3
Clark & Cundi↵ 2011 No Yes No No No No Yes Yes No No Yes 4
Culver & Bowman 2020 No Yes No No No No No Yes No No Yes 3
De Paola & Scoppa 2014 No Yes Yes Yes Yes Yes Yes No No No Yes 7
Deighton et al. 2019 Yes No No Yes Yes Yes Yes No No No Yes 6
Dennehy & Dasgupta 2017 Yes No Yes Yes Yes Yes Yes Yes No No Yes 8
Dobronyi et al. 2019 Yes No Yes Yes Yes Yes Yes Yes Yes Yes Yes 10
Duchini 2017 No Yes Yes Yes Yes No Yes No No No Yes 6
Ellis & Gershenson 2020 No Yes Yes Yes Yes Yes Yes Yes No No Yes 8
Finley van Nostrand & Pollenz 2017 No Yes No Yes Yes No Yes Yes No No Yes 6
Johnson et al. 2020 No Yes No Yes No No No No No No No 2
Keller & Lacy 2013 No Yes No No No No Yes Yes No No Yes 4
Lindo et al. 2010 No Yes Yes Yes No Yes Yes Yes No No Yes 7
Masserini & Bini 2021 No Yes No Yes Yes No No No No No Yes 4
Nix et al. 2016 No Yes No Yes Yes No No No No No No 3
Nosaka & Novak 2014 No Yes No Yes Yes No No Yes No No No 4
Novak et al. 2016 No Yes No Yes Yes No No Yes No No No 4
Oosterbeek & van Ewijk 2014 Yes No Yes No Yes Yes Yes Yes No No Yes 7
Plak et al. 2020 Yes No Yes Yes Yes No Yes Yes Yes No Yes 8
Reynolds 2020 No Yes No No No No Yes Yes No No Yes 4
Song et al. 2018 No Yes Yes Yes No No Yes Yes No No No 5
Soria & Werner 2018 No Yes No No No No No Yes No No No 2
Stegers-Jager et al. 2013 Yes No Yes Yes Yes No Yes Yes Yes No Yes 8
Tafreschi & Thiemann 2016 No Yes Yes Yes No Yes No No No No Yes 5
Wachen et al. 2018 No Yes No Yes Yes No Yes No No No Yes 5
Zilvinskis et al. 2020 No Yes No No No No Yes Yes No No No 3
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A2. Robustness Checks

Table A5—: E↵ect sizes: di↵erent ⌧2 estimators

REML DerSimonian-Laird Paule-Mandel

(1) (2) (3) (4) (5) (6)

Estimate 0.075 0.124 0.075 0.127 0.074 0.122
(0.028) (0.044) (0.050) (0.060) (0.027) (0.040)

p-value 0.012 0.022 0.144 0.068 0.009 0.015

⌧2 0.018 0.009 0.006 0.004 0.008 0.011
I2 94.43% 87.37% 84.19% 73.43% 95.05% 89.47%
PI -0.20;0.35 -0.12;0.36 -0.11;0.26 -0.07;0.32 -0.22;0.37 -0.10;0.34
Nm 37 12 37 12 37 12
Ns 31 9 31 9 31 9

ML Empirical Bayes Sidik-Jonkman

(7) (8) (9) (10) (11) (12)

Estimate 0.075 0.124 0.074 0.122 0.074 0.121
(0.029) (0.045) (0.026) (0.040) (0.024) (0.036)

p-value 0.015 0.029 0.008 0.015 0.004 0.009

⌧2 0.017 0.008 0.020 0.011 0.023 0.013
I2 94.17% 85.33% 95.04% 89.47% 95.60% 91.22%
PI -0.20;0.35 -0.10;0.35 -0.22;0.37 -0.13;0.38 -0.24;0.39 -0.16;0.40
Nm 37 12 37 12 37 12
Ns 31 9 31 9 31 9

Note: PI refers to the prediction interval, Nm refers to the number of e↵ects sizes, and Ns refers to the
number of studies. Odd-numbered columns are for first-year graduation, and even-numbered columns are
for six-year graduation.

Table A6—: E↵ect sizes: specification checks

Robust & KH Only robust Only KH None

(1) (2) (3) (4) (5) (6) (7) (8)

Estimate 0.075 0.124 0.075 0.124 0.075 0.124 0.075 0.124
(0.028) (0.044) (0.026) (0.038) (0.027) (0.034) (0.026) (0.032)

p-value 0.012 0.022 0.007 0.012 0.009 0.004 0.004 0.001

PI -0.20;0.35 -0.12;0.36 -0.20;0.35 -0.11;0.36 -0.20;0.35 -0.10;0.34 -0.19;0.34 -0.07;0.32
Nm 37 12 37 12 37 12 37 12
Ns 31 9 31 9 31 9 31 9

Note: PI refers to the prediction interval, Nm refers to the number of e↵ects sizes, and Ns refers to the
number of studies. Odd-numbered columns are for first-year graduation, and even-numbered columns are
for six-year graduation.
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Figure A1. : Contour plots
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(a) First-year persistence
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(b) Six-year graduation
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Figure A2. : Detailed description of included studies

Author Year Country Background Intervention Content Method Outcome(s) Effect S.A.C. 

Attewell & Mona-
ghan 2016  

Representative sample of U.S. 
students who enrolled in 2003 
(public or non-profit colleges): 
BPS (04/09) 

Course credits Taking 15 course credits (corresponding to 30 ECTS) instead 
of 12 in the first semester. 15 course credits correspond to 
full time enrollment. 

PSM 
 

1: 1st-y per. 
2: G within 6 y 

1: Null 
2: Pos Medium 

Aulck et al. 2021  

Large, publicly funded univer-
sity: University of Washington. 
17 cohorts of 1st-time, 1st-year 
students enrolling 1998-2014. 

1st-year interest 
groups (“FIGs”): 
two-credit fresh-
man orientation 
seminars. 

All students within the same FIG cluster of classes take a 
seminar class together (led by an upperclassman) during 
their 1st academic term. The class focuses on a discussion of 
students’ personal experiences rather than academics to de-
velop a sense of involvement, participation, and community. 

PSM  1: 1st-y per. 
2: G within 6 y 

1: Pos 
2: Pos 

Medium 

Bergey et al. 2019  

Students at a large, research-in-
tensive Canadian university. 

Peer coaching Peer-led study strategies training for 1st-year students with 
the purpose of increasing academic self-efficacy. Consisted 
of 5 one-hour workshops with activities during the first two 
months during the 1st year. 

RCT 1st-y per. Null 

Low 

Bettinger & Long 2018  

Students who enrolled in one of 
Ohio’s 11 public, 4-y colleges 
during Fall 98, Fall 99, or Fall 01 
and are < 21 y with ACT records 

Class size Consider size of “lecture” sections in the first semester. This 
varied between 18 and 760 students. The average class size 
was 94 students.  

IV 1: 1st-y per. 
2:  G within 6 
y in Ohio 

1: Neg 
2: Null Medium 

Boatman & Long 2018  

Students at 6 public universities 
in TN who enrolled in 2000, are 
< 21 y, and took the Computer 
Adaptive Placement Assess-
ment and Support System exam 
(based on low ACT scores) 

Developmental / 
remedial courses  

They differ, in contrast to other studies, between the two. 
Developmental courses are just below college-level, while 
remedial courses are a step further down. 
We report outcomes only for developmental courses: 
1: Developmental math, 2: Developmental reading, 
3: Developmental Writing 

RDD 1st-y per. 
 

1: Neg 
2: Null 
3: Null High 

Booij et al. 2017  

Economics students at Univer-
sity of Amsterdam from 09-11. 

Tutorial groups 
(tracking) 

Manipulated the ability composition of tutorial groups for 
1st-year students based on GPA from final exams of second-
ary education (peer effects).  
1: Low group, 2: Middle group, 3: High group 

Cond. RCT 
 

1st-y per. 
 

1: Pos  
2: Pos 
3: Null High 

Booth et al. 2018  

Economics or Business students 
at the University of Essex, arriv-
ing Fall 10.  

Tutorial groups 1 hour a week of single-sex classes (<30 students) in an in-
troductory economics course (compared to classes with on 
average 30% females and 70% males) within a coeducational 
environment. Amounts to 8.3 % of total instruction.  
1: Females, 2: Males 

RCT G from uni-
versity 
 

1: Pos 
2: Null 

High 

Bowman & Culver 2018  

41 colleges committed to liberal 
arts education including reli-
giously affiliated, single-sex and 
minority serving schools 

Honors programs The student has been part of an honors program within the 
1st year. Honors programs often provide more interaction 
with faculty and extra assignments, giving a more thorough 
understanding of the material. 

PSM 1st-y per. Null 

Low 

Bowman & Holmes 2018  

46 colleges committed to liberal 
arts education including reli-
giously affiliated, single-sex and 
minority serving schools 

Undergraduate 
research program 

The student has participated in undergraduate research 
within the 1st year. The authors do not elaborate on what 
the content specifically consists of. 

PSM 1st-y per. Null 

Medium 

Campbell & Camp-
bell 2007  

Students at a large metropoli-
tan university in CA who en-
tered in 1992-1994. The target 
group was minority students. 

Student-faculty 
mentoring 

Faculty mentors were asked to meet with their mentees at 
least 3 times during the semester. The average was 7 times 
with a mean total duration of 120 minutes.  

Matching 1st-y per. Pos 

Low 



5
0

F
E
B
R
U
A
R
Y

2
0
2
4

Carrieri et al. 2015  

The Economics faculty at Uni-
versity of Salerno (large, public 
university in the South) from ac-
ademic year 2005/2006 

Decentralized ad-
mission policy 
(peer effects)  

The university introduced a test-based selective admission 
policy where only a certain number of students were admit-
ted based on rank (in contrast to a compulsory non-selective 
test and free admission).  

DID 1st-y per. 
 

Pos 

High 

Casey et al. 2018  

9 cohorts at a large, non-elite, 
urban U.S. public university 
from 2004 to 2013 

Academic proba-
tion (AP) 

On AP, students are required to attain at least a GPA of 2.0 
in the next semester, have extra meetings with the academic 
advisors, and raise their cumulative GPA to above 2.0 to be 
removed from AP.  They consider the impact of being placed 
on AP at the end of the 1st semester.  

RDD 1: 1st-y per. 
2: G within 6 y 

1: Null 
2: Null 

High 

Chiteng Kot 2011  

Students who entered a large, 
metropolitan, public, research 
university in fall 2010 

Academic advis-
ing 

At least one face-to-face meeting at a centralized academic 
advising center, which provide different forms of assistance 
such as academic counselling and discussing goals.  

PSM 1st-y per. Pos 
Low 

Clark & Cundiff 2014  

1st-year students at Southern Il-
linois University Carbodale 
(moderate-sized, rural, mid-
western university), who was 
enrolled in an introductory psy-
chology course in 2004-2007  

Freshman semi-
nar 

The University 101 course (worth 3 credits, corresponding to 
6 ECTS, and runs throughout the semester) introduces the 
knowledge and skills necessary for a positive academic and 
personal experience. The students e.g. interview faculty 
members and attend campus events. 

PSM 1st-y per. Pos 

Medium 

Culver & Bowman 2020  

43 colleges committed to liberal 
arts education including reli-
giously affiliated, single-sex and 
minority serving schools 

First-year/fresh-
man seminars 

The student has participated in a seminar designed specifi-
cally for first-year students (e.g., First-Year, Freshman Semi-
nar. The authors do not elaborate on what the content spe-
cifically consists of.  

PSM 1st-y per. Null 

Low 

De Paola & Scoppa 2014  

Students enrolled at the Univer-
sity of Calabria (a medium-sized 
public university in the South) 
in fall 2009 

Remedial courses 
/ preparation pro-
gram 

Consisted of 160 h of lectures carried out at the beginning of 
the academic year (lasting 2 months and covered both math-
ematics and language skills). These remedial courses do not 
confer to academic credits. Regular college courses for all 
students only started after the remedial courses had ended. 

RDD 1st-y per. Pos 

High 

Deighton et al. 2019  

Sport and Exercise Science stu-
dents at a university in UK in 
the Fall 2015 

Text messages Three text messages from the faculty student liaison of-
ficer (SLO) in potentially stressful periods for the stu-
dents, e.g., referring to preparing for examinations, con-
sidering assessment results, and preparing for the up-
coming semester. The text messages also reminded stu-
dents of the available pastoral, academic and personal 
support within the faculty and the university and invited 
students to see an SLO. 

RCT(ish) 1st-y per. Pos 

Medium 

Dennehy & Das-
gupta 2017  

Female students intending to 
major in engineering at Univer-
sity of Massachusetts Amherst 
(public) in 2011-2014 

Peer mentoring Female students were randomly assigned to male or female 
peer mentors or no mentors for 1 year (control). They met 
roughly once a month. 
1: Female mentor, 2: Male mentor 

RCT 1st-y per. 
 

1: Pos 
2: Null  
 High 

Dobronyi et al. 2019  

Students at the University of 
Toronto’s satellite campus in 
Mississauga (commuter cam-
pus) who enrolled in introduc-
tory economics in 14/15 

Goal-setting Two interventions: 1) Doing a goal-setting exercise (G); 2) 
Doing a condensed version of the goal-setting exercise and a 
short mindset exercise (GM). Then, half of each of the two 
interventions regularly receive personalized goal-oriented 
reminders through e-mail or text messages (R). 

RCT 1st-y per. 
 
 

Null 

High 
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Duchini 2017  

Economics students at a univer-
sity located in northern Italy 
who enrolled in 2009-2013 

Remedial courses 
– the authors 
state that it is a 
‘nudge-type pol-
icy’ 

This remedial policy combines a short remedial course in 
math (21 h - 1/3 of the length of a standard course in Italy) 
with the threat of re-enrolling them in the 1st year in case of 
failures in the 5 retake opportunities for the remedial exam 
over the course of the 1st year. 

RDD 1st-y per. 
 

1: Null 
 

Medium 

Ellis & Gershenson 2020  

Students at American University 
(selective, midsized, private, 
non-for-profit) at the academic 
unit of College of Arts and Sci-
ences in 2013 and 2014 cohorts 

Same-sex peer 
advisor 

The program provides free one-on-one support services dur-
ing the first semester. Peer advisors complete a competitive 
application process, receive extensive training on working 
with students and handling sensitive issues, must maintain a 
GPA of 3.0 or higher, and commit to working the entire aca-
demic year. Most students only meet peer advisor once, 
early in the semester. Peer advisor is either male or female.   
1: Male advisor, 2: Female advisor 

RCT(ish) 1st-y per. 
 

1: Null 
2: Null 

High 

Finley van Nostrand 
& Pollenz 2017  

Science students at the Univer-
sity of South Florida (metropoli-
tan and high research setting)  
in 2015 who have pre-calculus 
as the 1st math course and math 
SAT < 650 or ACT < 29 

Preparation pro-
gram 

The STEM Academy (SA) is a weeklong program for incoming 
freshman students in a small-group setting. The SA program 
consists of 19 different modules including but not limited to 
mentorship, career planning, undergraduate research, and 
math exercises.  

PSM 1st-y per. 
 

Null 

Medium 

Johnson et al. 2020  

STEM students at a residential 
campus at a mid-sized, rural 
Master’s-granting state univer-
sity in northwestern California 
for 2015-2017 cohorts 

Place-based 
learning commu-
nity (LC) 

The LC embeds an interdisciplinary focus on the landscape, 
people, and cultures of the University’s location. Supports 
first-year students by: a summer immersion, peer mentor-
ing, a first-year seminar, and a cohort blocked scheduling of 
lower division courses required for their chosen STEM major. 

PSM 1st-y per. 
 

Pos 

Low 

Keller & Lacy 2013  

Students who initially entered 
Colorado State University from 
2005-2008 

Honors programs The honors program provides access to innovative and small 
classes, more attention and advising from faculty and staff, 
residential learning communities, thesis experiences, extra-
curricular opportunities, and additional scholarships.  

PSM 1: 1st-y per. 
2: G within 6 y  

1: Pos. 
2: Pos.  Medium 

Lindo et al. 2010  

3 campuses at a large university 
for 1996-2004 cohorts between 
the ages of 17 and 21 

Academic proba-
tion (AP) 

Students with a GPA below a certain threshold is placed on 
AP. These face the threat of suspension for 1 year if their 
grades do not improve sufficiently. Students on AP can re-
turn to good academic standing by bringing their cumulative 
GPA up to the cutoff. Students receive the notice at the end 
of the 1st year. 

RDD 1: 1st-y per.   
2: G within 6 y 

1: Neg. 
2: Null 

High 

Masserini & Bini 2021  

Freshmen at a major university 
in central Italy in 2016 

(Online) social 
network 

Participation in Facebook groups or pages run by other stu-
dents, representing a way to promote and strengthen social 
relationships amongst students but also to help share infor-
mation on courses / material useful for studying and exams. 

PSM 1st-y per. 
 

Null 

Medium 

Nix et al. 2016  

Female, STEM 1st-year students 
at a very large, public, research-
intensive university in the 
Southeast, who entered in 
2001-2006  

Living-Learning 
community (LLC) 

Women-only STEM LLC. During the 1st year, all participants 
live in the same residence hall and attend a weekly collo-
quium together. The participants have access to academic 
tutoring and social events. After the 1st year, they move out 
of the LLC, but can still attend activities.  

PSM Graduation 
from the insti-
tution before 
2012 

Pos 

Low 
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Nosaka & Novak 2014  

Students at Colorado State Uni-
versity who enter in 2005-2011 
and typically have lower gradu-
ation rates 

Living-Learning 
community (LLC) 

In the so-called Key communities program, all 1st-year stu-
dents live together in a popular and centrally located hall. 
They participate in one community: Academic; Culture, Com-
munication, and Sport; Explore; Health Professions; or Ser-
vice. The program employs special Key Seminar courses and 
mentorship. 

PSM 1: 1st-y per. 
2: G within 6 y 

1: Pos. 
2: Pos. 

Medium 

Novak et al. 2016  

1st-time, 1st-year students in the 
College of Engineering at Colo-
rado State University (large, 
public university) in 2010-2012 

Grading: Success-
ful / Unsuccessful 
(S/U) 

Students had the option to take all or none of their courses 
using the S/U system. This choice had to be made within the 
first two weeks of the semester. Students can check their ac-
tual grades after the semester.  

PSM 1st-y per. Pos. 

Medium 

Oosterbeek & van 
Ewijk 2014  

Economics and Business stu-
dents at the University of Am-
sterdam who entered in 2007-
2008 

Tutorial groups 1st-year students were randomly placed in tutorial groups 
(on average 39 students) where the share of females vary 
between 0.14 and 0.51. This composition is fixed for the en-
tire 1st year, where more than 60% of all teaching hours take 
place in these groups. 

RCT 1st-y per. Null 

High 

Plak et al. 2020  

Vrije Universiteit (VU) Amster-
dam in AY 16/17 

Early Warning 
Systems (EWS) in 
student counsel-
ling 

The developed dashboard shared student-specific risk 
(based on a machine learning model) and background infor-
mation with student counsellors in their regular counselling 
activities. The system allowed for (1) proactive and timely in-
vitations by student counsellors of at-risk students for an in-
dividual appointment to perform coaching interventions, 
and (2) feedback to students to make them better aware of 
their performance and their risk of dropping out. 

RCT 1st-y per. Null 

High 

Reynolds 2020  

Large, public, research-oriented 
university in the Midwest. Stu-
dents are in-state, < 20 years 
old, and live in a zip code < 80 
miles from campus, 99-07 

Dormitory resi-
dence 

Dormitory residence during the first year of college com-
pared to living at home. 

IV 1st-y per. Null 

Medium 

Song et al. 2018  

Students at a large, public, re-
search university, entering in 
Fall 2011 or 2012 

Taking a course 
with service-
learning compo-
nents 

For these courses, partnerships were maintained with more 
than 300 nonprofit organizations to provide sites for stu-
dents’ service experiences. Minimum requirements: (1) stu-
dents performed a minimum of 3 hours per week of service-
learning related activity in a semester; (2) students were 
provided opportunities for critical reflection on their service-
learning experience. Most courses also incorporated other 
best-practice principles from the service-learning literature. 

PSM 1: 1st-y per. 
2: G within 6 y 

1: Pos 
2: Pos 

Medium 

Soria & Werner 2018  

1st-year students who enrolled 
at a large, public, research-in-
tensive university in the Mid-
west in 2012  

Academic leader-
ship course 

Teaches leadership skills based on 5 themes: Self-awareness 
of leadership; identities and leading across differences; per-
sonal definition of leadership; critical thinking skills; and 
leadership journey. 

PSM 1st-y per. Pos. 

Low 

Stegers-Jager et al. 2013  

1st-year medical students at risk 
of failure at Erasmus MC Medi-
cal School Rotterdam in 2008 or 
2009 

Study skills pro-
gram (SSP) 

The SSP students met 5 times for 1.5 h. The focus was on 
awareness and diagnosis of the individual causes for aca-
demic failure and on practicing various study skills, including 
time management, previewing, creating study guides and 
test taking. 

RCT 1st-y per. Null 

High 
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Tafreschi & 
Thiemann 2016  

Economics or Business students 
at the University of St. Gallen 
who started in 2001-2008 and 
completed all 1st-year courses 

Grade repetition All 1st -year students who fall short of a pre-defined perfor-
mance requirement must repeat all 1st-year courses before 
they can proceed to the second year. 

RDD 1st-y per.   Neg 

Medium 

Wachen et al. 2018  

1st-time students who are 
barely admitted to 5 public uni-
versities in North Carolina 
(UNC) 

Summer bridge 
program 

This 5-6 week summer residential program provides support 
services (e.g. tutoring, mentoring, counselling). Students had 
to complete college-level math and English with minimum a 
"C" in both courses.  

PSM 1st-y per. Pos 

Medium 

Zilvinskis et al. 2020  

Marginal students at Indiana 
University Southeast (public) 
who entered in 2010 or 2011 

Conditional ad-
mission 

Conditional admission was offered to students who were in-
eligible for full admission but required applicants to have 
completed a college preparatory curriculum (labeled the 
Core 40 diploma in Indiana) and either a 2.3 GPA or a 900 
SAT score (19 ACT score). Conditional admits were discour-
aged, but not prohibited, to register for > 12 credit hours in 
each of the semesters of their first year. 

DID 1st-y per. Null 

Low 

 


