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ABSTRACT

Multi-Cutoff RD Designs with Observations Located at Each Cutoff: Problems and Solutions*

In RD designs with multiple cutoffs, the identification of an average causal effect across cutoffs may be problematic if a marginally exposed subject is located exactly at each cutoff. This occurs whenever a fixed number of treatment slots is allocated starting from the subject with the highest (or lowest) value of the score, until exhaustion. Exploiting the “within” variability at each cutoff is the safest and likely efficient option. Alternative strategies exist, but they do not always guarantee identification of a meaningful causal effect and are less precise. To illustrate our findings, we revisit the study of Pop-Eleches and Urquiola (2013).
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1 Introduction

Regression Discontinuity designs with multiple cutoffs are increasingly frequent in the social sciences. Consider a treatment that is provided at different points in space or time (or both), such as an educational program delivered every year at different schools. We will refer to these points of treatment delivery as the “sites”. In each site $j \in \{1, \ldots, J\}$, exposure to treatment for individual $i \in \{1, \ldots, N_j\}$ is determined only by the value of a predetermined individual score, $X_{ij}^*$, relative to a site-specific cutoff, $c_j$, that may vary across sites. If $X_{ij}^* \geq c_j$ then individual $i$ receives the treatment in site $j$. In such multi-cutoff setting, it is common to normalize the score variable by taking the difference between the individual score and the site-specific cutoff, $X_{ij} = X_{ij}^* - c_j$. It is then possible to pool all the observations around the unique zero-normalized cutoff and to estimate an overall RD treatment effect using the score-distance from this cutoff, $X_{ij}$, as the assignment variable. In their illustration of this procedure, Cattaneo et al. (2016) label it as the “Normalizing-and-Pooling” (NP) estimator and document its diffusion in the RD literature. Pooling across sites is appealing when the goal is to estimate an average treatment effect across sites, and becomes the only feasible strategy when the number of subjects per site is too small for a site-specific analysis. This paper studies a setting in which NP may be problematic and in which other pooling strategies may be preferable.

Specifically, we analyze multi-cutoff RD designs in which each cutoff is the value of the running variable for a marginal subject exposed to treatment, so that there is one observation located exactly at each threshold. This situation typically arises when the number of available treatment slots is set ex-ante in each site and, ex-post, this number turns out to be smaller than the number of applicants to each site. Rationing is resolved by first ranking applicants according to a score and then offering treatment down the ranking until all slots are filled. Typically, as a consequence of this allocation rule, the score of the marginally treated subject in a site is chosen as the site’s cutoff, and a researcher would observe a disturbing violation of the continuity of the pooled density of the running variable at the unique zero-normalized cutoff. Updating the review in the appendix to Cattaneo et al. (2016), Table A–1 reviews a number of articles (most of which are published in leading journals in economics and political
science) that feature an RD design with multiple cutoffs and the presence of one subject at each cutoff. Far from being exhaustive, this list indicates that the setting considered in this paper is not a rarity in empirical applications and that the problem and solutions that we study are quite relevant for applied researchers.

Our contribution is to first show that in this setting the estimand of the standard NP estimator may not coincide with any meaningful causal parameter, even if the identification assumptions of the sharp RD design (Hahn et al., 2001) hold at each single cutoff. We then provide a framework to study and compare, in terms of bias and precision, the most promising alternatives that have been adopted in the applied literature. Our analysis shows that when the allocation rule results in an observation located exactly at each cutoff, a Site Fixed Effect (SFE) estimation strategy ensures the identification of a meaningful causal parameter. In addition, a SFE estimator may also offer an efficiency advantage. The reason for this advantage is interesting given that fixed effect strategies are typically not so efficient. In a standard regression setting with clustered observations, conditioning on a set of fixed effects for each cluster has contrasting consequences on standard errors: on the one hand, it reduces the variance of the error term; on the other hand, only the within-cluster variability can be used to estimate the treatment effect. Whether the net outcome is a gain or a loss in precision is an empirical matter. In the RD setting that we study, after deriving a sufficient condition for SFE to be more precise than NP, we show that this condition is likely to be met. The reason is that a multi-cutoff RD setting is similar to a stratified RCT with a constant probability of treatment in each stratum; therefore, the remarks of Athey and Imbens (2017) apply, i.e., the fixed effect transformation does not reduce in a relevant way the variability of the treatment dummy, while reducing the noise.

We also consider alternatives to a SFE strategy whose estimand, under certain conditions, is close to a meaningful causal parameter. However, these options may themselves be problematic. A framework to compare these alternative strategies with the SFE estimator is missing in the literature and we fill this gap. For example, we show that the strategy of dropping the observations located exactly at the cutoffs and then applying the NP estimator, leads to a potentially large “bias”

\[^1\] and is less precise than SFE. Another class of

\[^1\]Here and in the rest of the paper, with a slight abuse of language we use the word “bias” to refer to the
possible strategies is based on re-defining the cutoff without dropping marginal subjects, which may be attractive when the number of observations per site is small. Within this class, an appealing solution adopted by, e.g., Boas and Hidalgo (2011) and Kendall and Rekkas (2012) and which we label as “symmetric-distance” (SYM), consists of setting the cutoff that is relevant for the treated units (resp. non-treated) as the score of the marginally non-treated unit (resp. treated). It is then possible to apply the standard NP estimator using as a running variable the distance from the respective re-defined cutoff. Along similar lines, an even simpler solution (which we label as “SPLIT”) is to set the cutoff at half the distance between the scores of the last treated and the first non-treated subjects, and then proceed with the NP strategy. Our empirical analysis shows that both SYM and SPLIT yield estimates that may be close to those generated by the SFE estimator, but they are much less precise. Finally, solutions based on re-defining the running variable in terms of ranks (RK) perform poorly in terms of both “bias” and precision, unless the sample size per site is extremely large.

Our analysis is illustrated empirically by revisiting Pop-Eleches and Urquiola (2013), who use RD to estimate the effects of being admitted to selective high schools in Romania. Thanks to the very large number of students applying to each school, these authors’ data set allows us to evaluate at different sample sizes the estimators that we study. Specifically, we implement the following thought experiment in the multi-cutoff RD setting faced by these authors: what would a researcher have obtained by applying alternative estimation strategies to a sequence of hypothetical data sets featuring the same number of schools but a progressively smaller number of randomly chosen applicants per school? In the universe of applicants, Pop-Eleches and Urquiola (2013) apply a parametric SFE strategy after dropping observations located at the cutoffs. This estimator performs well for the causal parameter they are interested in, i.e., the Average Treatment effect on the Treated (ATT), and would have performed equally well had they kept the marginal subjects in the sample. However, we show that a researcher who had omitted the site fixed effects would have incurred a substantial “bias” at smaller sample sizes, with or without marginal subjects in the analysis.

As the range of applications of the RD design expands, an increasing number of prac-
tioners are likely to face settings where the problem that we study is relevant. These practitioners may find of some practical use our discussion of the anatomy of the problem, as well as our analysis of the available strategies that may be adopted to address it.

The rest of the paper proceeds as follows. Section 2 briefly reviews related studies. Section 3 describes the non-problematic multi-cutoff design studied by Cattaneo et al. (2016), which facilitates the description of the problematic multi-cutoff case in Section 4. The safest option that we recommend to handle the problem is based on a Site Fixed Effect estimation strategy that is discussed in Section 5. Section 6 and Section 7 discuss the pros and cons of alternative solutions. Section 8 illustrates our analysis empirically using the data of Pop-Eleches and Urquiola (2013). Section 9 concludes by summarizing lessons for practitioners.

2 Closely related literature

The problem analyzed in this paper is reminiscent of the marginal subject problem studied by de Chaisemartin and Behaghel (2020), which is generated by the same allocation rule that we consider. These authors show that observations located at each cutoff should be dropped, for a very specific reason that is orthogonal and complementary to our setting. Namely, subjects are characterized by an intrinsic type: being an “accepter” or a “refuser” of a potential treatment offer. While the proportion of accepters is continuous around a given threshold and may differ from 1 in a fuzzy RD, it must be exactly 1 for subjects located at the threshold because these subjects, by construction, must have accepted an offer.

The Simpson’s paradox may also appear to be related to our analysis. This paradox is a statistical phenomenon whereby the relationship between a cause and an effect holds with a certain sign in a population $P$ and, at the same time, holds with the opposite sign in $J$ non-overlapping groups $P_j$, such that $P_1 \cup P_2 \cup \cdots \cup P_J = P$, that compose the population (Pearl, 2014). However, the problem that we study, being essentially a problem of weighting the different groups appropriately, would manifest itself even in a context in which the sign reversal that defines the paradox does not occur.

Similarly, the problem discussed by Barreca et al. (2015), where the “donut” solution works, is intrinsically different from the one that we study. In their setting, observations at
exactly zero distance from the cutoff are problematic only because of heaping and manipulation of the running variable, which we rule out.

Our contribution is most closely related to Cattaneo et al. (2016) and Bertanha (2020), two articles that study the implications of multiple cutoffs for the interpretation of RD estimates. Bertanha (2020) focuses on how one can exploit the multiple cutoffs to generalize local average treatment effects identified and estimated at observed cutoffs, and to average treatment effects over general counterfactual distributions of individuals. Cattaneo et al. (2016) focus instead on identification, estimation, and formal interpretation of a pooled treatment effect via the NP approach. The setting of Cattaneo et al. (2016) is different from ours because they study RD designs in which each threshold is exogenously determined and so the probability that a subject is located exactly at the cutoff is zero. Such non-problematic setting is illustrated next.

3 The non-problematic multi-cutoff design

A program is delivered in \( J \geq 2 \) different sites, indexed by \( j \in \{1, \ldots, J\} \), where \( J \) is the number of sites in the population. None of the results that follow depends on \( J \), which is kept fixed throughout the analysis. Site \( j \) receives applications from \( N_j \) individuals indexed by \( i \). Each applicant is attached to one (and only one) site and our analysis is conditional on the selection process that matches applicants and sites. Applicants receive the treatment if and only if they are allocated a slot. In each site \( j \), slots are allocated according to the following rule:

**Allocation rule 1** In each site \( j \):

1.a The \( N_j \) applicants are ranked according to a continuous pre-treatment score \( X_{ij}^* \), with density \( f_{X^*}(x^*|j) \) and c.d.f. \( F_{X^*}(x^*|j) \).

1.b Those applicants whose score \( X_{ij}^* \) is greater than a predetermined cutoff \( c_j \in \{c_1, c_2, ..., c_J\} \) are offered admission to the program.

As a result of this allocation rule, the treatment indicator is \( D_{ij} = \mathbb{I}[X_{ij}^* \geq c_j] \). Let \( Y_{ij}(D_{ij}) \in \{Y_{ij}(0), Y_{ij}(1)\} \) denote potential outcomes for individual \( i \) in site \( j \) when, respectively, she
is not exposed or she is exposed to the treatment. Thus, the individual treatment effect is given by

$$\tau_{ij} \equiv Y_{ij}(1) - Y_{ij}(0),$$  \hspace{1cm} (1)$$

while the outcome observed by the researcher is

$$Y_{ij} = Y_{ij}(1)D_{ij} + Y_{ij}(0)(1 - D_{ij}).$$ \hspace{1cm} (2)$$

Like Cattaneo et al. (2016), we maintain the following three standard assumptions that guarantee the internal validity of a sharp RD design in each site.$^2$ The first ensures the existence of a full discontinuity in the exposure to treatment at each cutoff (first stage):$^3$

**Assumption 1**

$$\lim_{\varepsilon \to 0^+} \mathbb{E}[D_{ij} | X_{ij}^* = c_j + \varepsilon, j] = 1$$  \hspace{1cm} (3)$$

$$\lim_{\varepsilon \to 0^+} \mathbb{E}[D_{ij} | X_{ij}^* = c_j - \varepsilon, j] = 0.$$ \hspace{1cm} (4)$$

The second guarantees the continuity of potential outcomes around the respective cutoffs:

**Assumption 2** $\forall j$, $\mathbb{E}[Y_{ij}(0)|X_{ij}^*, j]$ and $\mathbb{E}[Y_{ij}(1)|X_{ij}^*, j]$ are continuous in $X_{ij}^*$ at cutoff $c_j$.

The third guarantees that the density of the running variable in each site is also continuous around the site-specific cutoff:

**Assumption 3** The density $f_{X^*}(x^* | j)$ of the running variable $X_{ij}^*$ is positive and continuous at any $x^*$, specifically at each cutoff $c_j$.

In such a setting, researchers may be interested in estimating an average treatment effect across all sites. If $N_j$ is sufficiently large in every site, an obvious way to proceed is the following: (i) employ a separate RD design in each site to estimate the site-specific estimand under Allocation rule $1,$$^4$

$$\tau_{ij}^{RD} = \lim_{\varepsilon \to 0^+} \mathbb{E}[Y_{ij} | X_{ij}^* = c_j + \varepsilon, j] - \lim_{\varepsilon \to 0^+} \mathbb{E}[Y_{ij} | X_{ij}^* = c_j - \varepsilon, j],$$ \hspace{1cm} (5)$$

---

$^2$To simplify the exposition, we focus here on a Sharp RDD. We discuss the Fuzzy case in footnote 9.

$^3$The conditioning on $j$ on the right-hand side of equations (3) and (4) is shorthand notation for “individual $i$ is attached to site $j$”, and is used extensively in what follows.

$^4$Here and in what follows we will focus only on the population estimands of the different estimation strategies. The estimators can be easily derived, as usual, by replacing the population moments with their sample analogs.
which, given Assumptions 1 and 2, coincides with the site-specific Average Treatment Effect at the cutoff, \( \tau_j^{ATE} \equiv \mathbb{E}[\tau_{ij}|j, X_j^* = c_j] \); (ii) take an average across sites of the site-specific \( \tau_j^{RD} \)'s with the preferred weights. However, in applied research it is often the case that, even if Assumptions 1, 2 and 3 are satisfied, the effective number \( N_j \) of observations available to the researcher in some sites may not be large enough to allow for a reliable within-site RD estimation. In what follows, we restrict the analysis to situations of this kind, in which researchers have no choice and can only estimate an average treatment effect across sites.

In this case, a simple solution is the “Normalizing and Pooling” estimator described by Cattaneo et al. (2016). After defining the normalized running variable \( X_{ij} = X_j^* - c_j \), with distribution \( f_X(x_{ij}|j) \), treatment exposure is determined by a unique cutoff that is equal to zero in all sites: \( D_{ij} = \mathbb{I}[X_{ij} \geq 0] \). Pooling all observations around this unique cutoff, the estimand of a single RD design for all sites is the NP estimand under Allocation rule 1:

\[
\tau_{NP1} = \lim_{{\varepsilon \to 0^+}} \mathbb{E}[Y_{ij}|X_{ij} = \varepsilon] - \lim_{{\varepsilon \to 0^+}} \mathbb{E}[Y_{ij}|X_{ij} = -\varepsilon].
\] (6)

To simplify the notation, we denote open neighborhoods below and above the zero cutoff as

\[
\mathbb{O}^- = \{X_{ij} : -\varepsilon < X_{ij} < 0\} \quad \text{with} \quad \varepsilon \to 0^+;
\]

\[
\mathbb{O}^+ = \{X_{ij} : 0 < X_{ij} < +\varepsilon\} \quad \text{with} \quad \varepsilon \to 0^+,
\] (7)

so that \( \tau_{NP1} \) can be written as

\[
\tau_{NP1} = \mathbb{E}[Y_{ij}|\mathbb{O}^+] - \mathbb{E}[Y_{ij}|\mathbb{O}^-] = \sum_{j=1}^{J} \left[ \mathbb{E}[Y_{ij}|\mathbb{O}^+,j] P[j|\mathbb{O}^+] - \mathbb{E}[Y_{ij}|\mathbb{O}^-,j] P[j|\mathbb{O}^-] \right],
\] (8)

where \( P[j|\mathbb{O}^+] \) is shorthand notation for the probability \( P[j|X_{ij} \in \mathbb{O}^+] \) that a randomly drawn observation whose normalized running variable takes a value in \( \mathbb{O}^+ \) comes from site \( j \), and similarly for \( P[j|\mathbb{O}^-] \). Note that the summation on \( j \) runs over all the \( J \) sites in the population. We will adopt this convention in all the analogous expressions that follow.

Under Assumption 3, it is

\[
P[j|\mathbb{O}^+] = P[j|\mathbb{O}^-] = P[j|0] = \frac{1}{J} \frac{N_j f_j}{N_f},
\] (9)
where \( f_j = f_X(0|j) \) is the density of the running variable at the cutoff in site \( j \) and \( \overline{(Nf)} \) is the average across sites of \( N_j f_j \). The thought experiment that we use here to characterize the weights, and that will be used repeatedly in what follows, is that in a hypothetical repeated sampling process the number of applicants in each site \( N_j \) is kept fixed. It is then easy to see that the estimand \( \tau^{NP_1} \) coincides with the Average causal Effect of Treatment at the cutoff across all sites and observations under Allocation rule 1 \( (ATE_1) \), i.e.,

\[
\tau^{ATE_1} = \mathbb{E} [\tau_{ij} | 0, j] = \sum_{j=1}^{J} [\mathbb{E}[Y_{ij}(1)|0, j] - \mathbb{E}[Y_{ij}(0)|0, j]] P[j|0]. \tag{10}
\]

Therefore, in the non-problematic setting of Allocation rule 1, the Normalizing-and-Pooling approach allows the researcher to estimate the corresponding \( ATE_1 \). It is also important to note that, different from the problematic setting of Allocation rule 2 that we discuss next, in this setting the \( ATE_1 \), the \( ATT_1 \) and the \( ATNT_1 \) are all equal to the single causal effect \( \tau^{ATE_1} \), because of the equality of weights in equation (9).\(^5\) Therefore,

\[
\tau^{ATE_1} = \tau^{ATT_1} = \tau^{ATNT_1} = \tau^{NP_1}. \tag{11}
\]

4 The problematic multi-cutoff design

Maintaining Assumptions 1, 2 and 3, consider the following alternative allocation rule, that differs from Allocation rule 1 because of Part (2.b):

**Allocation rule 2** In each site \( j \):

(2.a) The \( N_j \) applicants are ranked according to a continuous pre-treatment score \( X_{ij}^* \), with density \( f_{X^*}(x^*|j) \) and c.d.f. \( F_{X^*}(x^*|j) \).

(2.b) The number \( K_j \) of available slots is pre-determined and slots are filled starting from the highest-score applicant, until exhaustion.

\(^5\)The equality of weights is relevant for this result in combination with the fact that, independently of the Allocation rule, within each site \( \tau_j^{ATE} = \tau_j^{ATT} \equiv \lim_{\varepsilon \to 0^+} \mathbb{E}[\tau_{ij} | X_{ij}^* = c_j + \varepsilon, j] = \tau_j^{ATNT} \equiv \lim_{\varepsilon \to 0^+} \mathbb{E}[\tau_{ij} | X_{ij}^* = c_j - \varepsilon, j]. \)
Excluding the existence of ties to simplify the exposition, let $i = m_j$ denote the unique marginal participant in site $j$, i.e., the individual who is allocated the last available slot in this site. Under Allocation rule 2, it is common to set the site-specific cutoff $c_j$ equal to the score of the marginal individual in site $j$, $X^*_m$, so that the treatment indicator becomes

$$D_{ij} = \mathbb{I}[X^*_{ij} \geq c_j] = \mathbb{I}[X^*_{ij} \geq X^*_m].$$

(12)

Therefore, at the end of the allocation process, in each site $j$ there is one program participant who is located exactly at the cutoff $c_j$, $K_j - 1$ participants who are located above $c_j$, and $N_j - K_j$ non-participants who are located below $c_j$. Note that even if the density function of the running variable from which applicants are randomly drawn, $f_{X^*}(x|j)$, is continuous over its entire support (Assumption 3), in the hypothetical experiment of drawing a subject at random from the $N_j$ applicants of site $j$:

- The probability of drawing the one located exactly at the cutoff $c_j$ is $\frac{1}{N_j}$, where $c_j$ is the empirical $(1 - \frac{K_j}{N_j})$ quantile in the actual sample of $N_j$ applicants (this probability is instead zero under Allocation Rule 1).

- The $N_j - K_j$ unexposed units are random draws from $\frac{f_{X^*}(x|j)}{F_{X^*}(c_j|j)}$, then, the expected number of units in the infinitesimal interval $(x - \varepsilon, x)$, $x < c_j$, is

$$\frac{(N_j - K_j)f_{X^*}(x|j)}{F_{X^*}(c_j|j)} \varepsilon.$$

(13)

Note that $\frac{(N_j - K_j)}{F_{X^*}(c_j|j)}$ differs from $N_j$ only because of sampling variability. As an implication, (13) is approximately equal to $N_j f_{X^*}(x|j) \varepsilon$.

- The expected number of units in the infinitesimal interval $(x, x + \varepsilon)$, $x > c_j$ is

$$\frac{(K_j - 1)f_{X^*}(x|j)}{(1 - F_{X^*}(c_j|j))} \approx N_j \left(1 - \frac{1}{K_j}\right) f_{X^*}(x|j) \varepsilon.$$

(14)

Therefore, the expected number of units in the left and right open neighborhoods of the cutoff are, respectively,

$$\frac{(N_j - K_j)f_j}{F_{X^*}(c_j|j)} \approx N_j f_j \varepsilon,$$

(15)

We discuss in Section 9 how the analysis changes in the presence of ties.
\[
\frac{(K_j - 1)f_j \varepsilon}{(1 - F_X(c_j|j))} \approx N_j \left( 1 - \frac{1}{K_j} \right) f_j \varepsilon,
\]

where here and in what follows \(f_j\) is shorthand for the density function of the running variable in the population of potential applicants to site \(j\), evaluated at \(c_j\).

Suppose that in this context the researcher adopts \(\tau^{ATE}\) to estimate \(\tau^{ATE}\). To characterize the \(\tau^{NP}\) estimand in this setting, consider a third neighborhood of zero that includes 0, denoted \(O^+\), in addition to those defined in (7) which do not include 0,

\[
\tilde{O}^+ = \{X_{ij} : X_{ij} = 0\} \cup O^+ = (X_{ij} : 0 \leq X_{ij} < +\varepsilon) \text{ with } \varepsilon \rightarrow 0^+.
\]  

(17)

Under Allocation rule 2, it is this closed neighborhood above the cutoff that is relevant to define the \(\tau^{NP}\) estimand, not \(O^+\):

\[
\tau^{NP_2} = E[Y_{ij}|\tilde{O}^+] - E[Y_{ij}|O^-] = \sum_{j=1}^{J} \left[ E[Y_{ij}|\tilde{O}^+, j] P[j|\tilde{O}^+] \right] - \sum_{j=1}^{J} \left[ E[Y_{ij}|O^-, j] P[j|O^-] \right].
\]  

(18)

Replacing potential outcomes, estimand \(\tau^{NP_2}\) coincides with the following population parameter:

\[
\tau^{NP_2} = \sum_{j=1}^{J} \left[ E[Y_{ij}(1)|\tilde{O}^+, j] P[j|\tilde{O}^+] \right] - \sum_{j=1}^{J} \left[ E[Y_{ij}(0)|O^-, j] P[j|O^-] \right]
\]

\[
= \sum_{j=1}^{J} \left[ E[Y_{ij}(1)|0, j] P[j|\tilde{O}^+] \right] - \sum_{j=1}^{J} \left[ E[Y_{ij}(0)|0, j] P[j|O^-] \right],
\]  

(19)

where the change in the conditioning term of the expectations in the second line of equation (19) derives from the continuity condition in Assumption 2. Considering Assumption 3 and equations (15) and (16), it is easy to see that, different from \(\tau^{NP_1}\), \(\tau^{NP_2}\) does not coincide with \(\tau^{ATE_1}\) because

\[
P[j|\tilde{O}^+] = \left[ \frac{1 + N_j \left( 1 - \frac{1}{K_j} \right) f_j \varepsilon}{J + \sum_{j=1}^{J} N_j \left( 1 - \frac{1}{K_j} \right) f_j \varepsilon} \right] \neq \frac{1}{J} \frac{N_j f_j}{f(j)} = P[j|O^-],
\]

(20)

where we make use of the expected number of units in the right and left open neighborhoods of the cutoff in (16) and (15), respectively. In words, the problem originates from the fact
that, because of the probability mass at the cutoff under Allocation rule 2, the $NP_2$ estimand weights the potential outcomes above and below the cutoff with different weights; only the weights below coincide with the ones of the $NP_1$ estimand in the non-problematic case (which are also the weights that define $\tau^{ATE_1}$).\footnote{In any multi-site setting, a similar difference in weights on the two sides of the cutoff would arise even under Allocation rule 1, if Assumption 3 is violated at some cutoff $c_j$ while Assumptions 1 and 2 hold.} Moreover, note that, under the problematic allocation rule, this probability mass at the cutoff is

$$P[j|0] = \frac{1}{J}.$$  \hfill (21)

### 4.1 The “bias” of the NP estimand under Allocation rule 2

To understand the anatomy of the “bias” of $\tau^{NP_2}$ relative to a causal parameter, note first that the different probability weights in $O^-, 0$, and $O^+$ imply that under Allocation rule 2

$$\tau^{ATE_2} \neq \tau^{ATT_2} \neq \tau^{ATNT_2}.$$ \hfill (22)

Therefore, the researcher must choose the causal parameter of interest. In what follows we focus the analysis on the “bias” with respect to $\tau^{ATNT_2}$, for two reasons. First, note that under Allocation rule 2,

$$\tau^{ATNT_2} = \tau^{ATE_1},$$ \hfill (23)

because both parameters weight the treatment effects in each site with the same weights $P[j|O^-]$, which are the unique weights of equation (9) under Allocation rule 1 and the weights on the left of the cutoff under Allocation rule 2. A researcher may be interested in assessing if, using the same NP estimation approach, there is a difference between the $NP_2$ estimand that would be estimated under Allocation rule 2 and the $NP_1$ estimand that would be estimated under Allocation rule 1. Second, $\tau^{ATNT_2}$ is the relevant policy parameter if the researcher is interested in the consequences of marginally expanding the number of slots in the different sites.\footnote{In any case, the discussion that follows can be easily modified to study the bias of the $NP_2$ estimand with respect to the $ATE_2$ or the $ATT_2$, if a reader were interested in these alternatives.}
In light of this observation, the NP estimand can be decomposed as follows,

\[
\tau^{NP_2} = \mathbb{E}[Y_{ij}|\tilde{O}^+] - \mathbb{E}[Y_{ij}|\tilde{O}^-] \\
= \sum_{j=1}^J \mathbb{E}[Y_{ij}(1) - Y_{ij}(0)] P[j|\tilde{O}^-] + \sum_{j=1}^J \mathbb{E}[Y_{ij}(1)|0, j] \left( P[j|\tilde{O}^+] - P[j|\tilde{O}^-] \right) \\
= \tau^{ATNT_2} + \sum_{j=1}^J \mathbb{E}[Y_{ij}(1)|0, j] \left( P[j|\tilde{O}^+] - P[j|\tilde{O}^-] \right). \tag{24}
\]

The “bias” in the last line of (24) is not zero, in general. It is equal to zero under Allocation rule 1 because in that case \(P[j|\tilde{O}^+] = P[j|\tilde{O}^-] = P[j|0]\). This “bias” can be further decomposed using the fact that

\[
P[j|\tilde{O}^+] = P[j|0] P[0|\tilde{O}^+] + P[j|\tilde{O}^+] P[\tilde{O}^+|\tilde{O}^+], \tag{25}
\]

since it follows from (17) that \(P[0|\tilde{O}^+] + P[\tilde{O}^+|\tilde{O}^+] = 1\), which yields the following expression for the \(NP_2\) estimand:

\[
\tau^{NP_2} = \tau^{ATNT_2} + \sum_{j=1}^J \mathbb{E}[Y_{ij}(1)|0, j] \left( P[j|0] - P[j|\tilde{O}^-] \right) P[0|\tilde{O}^+] \\
+ \sum_{j=1}^J \mathbb{E}[Y_{ij}(1)|0, j] \left( P[j|\tilde{O}^+] - P[j|\tilde{O}^-] \right) P[\tilde{O}^+|\tilde{O}^+]. \tag{26}
\]

We next analyze the three components of the “bias”, i.e., \(B_1\), \(B_2\), and \(P[0|\tilde{O}^+]\). Given the definitions of \(P[j|\tilde{O}^-]\) and \(P[j|0]\) in equations (20) and (21), component \(B_1\) is (the negative of) the covariance across sites between the average outcome of each site in the presence of

\(^9\text{Equation (24) shows also why the analysis of a Sharp NP design that we carry out here is sufficient to understand the problems a researcher would face in a Fuzzy NP design, which we do not discuss for brevity. The Fuzzy RD estimand is the ratio of two Sharp RD estimands: the ITT effect of the assignment on the outcome at the numerator and the ITT effect of the assignment on the treatment at the denominator. The “bias” in the numerator is the same as in equation (24); the “bias” in the denominator is analogous to the one in the numerator, with }Y(1)\text{ replaced by }D(1).\text{ In general, there is no reason for these two biases to cancel out.}\)
treatment and the weight of the site in the neighborhood below the cutoff:\(^\text{10}\)

\[
B_1 = -\frac{1}{J} \sum_{j=1}^{J} \mathbb{E}[Y_{ij}(1)|0,j] \left( \frac{N_j f_j}{(Nf)} - 1 \right) = -\text{Cov} \left[ \mathbb{E}[Y_{ij}(1)|0,j], \frac{N_j f_j}{(Nf)} \right]. \tag{27}
\]

For example, in an educational context, the absolute value of this covariance is large when schools that attract students with the best outcomes in case of treatment are also more popular, i.e., they attract a larger fraction of applicants in general and in a neighborhood of the cutoff. Note that bias component \(B_1\) depends on the sites’ weights, but given those weights \(B_1\) is independent of total sample size \(N\).

In equation (26), component \(B_1\) is multiplied by the second component of the “bias”,

\[
P[0|\tilde{O}^+] = \frac{J}{J + \sum_{j=1}^{J} N_j \left( 1 - \frac{1}{K_j} \right) f_j \varepsilon} = \frac{1}{1 + \varepsilon \left( \frac{Nf}{(Nf)} - \bar{h} \right)}, \tag{28}
\]

where \(\bar{h}\) is the cross-site average of \(h_j = \frac{N_j f_j}{K_j}\), which is the hazard function of the running variable evaluated at the cutoff. This second component is the weight in \(\tilde{O}^+\) of the marginal treated subjects located exactly at the cutoff. Such weight would be equal to zero under Allocation rule 1 (because in that case the probability of observing subjects located exactly at the cutoff is zero) and so the “bias” component \(B_1\) would become irrelevant, even if large, in the overall NP “bias”. Under Allocation rule 2 instead, the NP approach leads to a “bias” because \(P[0|\tilde{O}^+]\) is not zero – unless the number of applicants per site increases to infinity, as is evident in equation (28) – and so the \(B_1\) component becomes relevant.

Finally, the last component can be written as

\[
B_2 = \frac{\bar{h}}{(Nf) - \bar{h}} \left\{ \text{Cov} \left[ \mathbb{E}[Y_{ij}(1)|0,j], \frac{N_j f_j}{(Nf)} \right] - \text{Cov} \left[ \mathbb{E}[Y_{ij}(1)|0,j], \frac{h_j}{\bar{h}} \right] \right\}
\]

\[
= \frac{\bar{h}}{(Nf) - \bar{h}} \left\{ -B_1 - B_3 \right\}, \tag{29}
\]

where the first term of the difference inside the curly brackets is again (minus) \(B_1\), while the second, \(B_3\), is the covariance between the average outcome in a site in the presence of treatment and the relative hazard function of the running variable evaluated at the cutoff.

\(^{10}\)Strictly speaking the weight of a site is \(\frac{N_j f_j}{J(Nf)}\), while \(\frac{N_j f_j}{(Nf)}\) is proportional to the weight.
“Bias” component $B_2$ vanishes when the number of applicants goes to infinity, and is probably (but not necessarily) small whatever the number of applicants because the ratio $\frac{\bar{h}}{(Nf) - \bar{h}}$ is bound to be small in practice. The reason is that in every site the number of applicants in a neighborhood of the cutoff $(N_jf_j)$ is small relative to the number of slots in the entire site $(K_j)$; therefore, $\bar{h}$ is a small number relative to $(Nf)$. Note, however, that since the sign of $B_3$ depends on the shape of the cumulative density function of the running variable, we cannot rule out that $(-B_1 - B_3)$ is large in some applications, and therefore a general conclusion about the magnitude of this component cannot be drawn.\footnote{We can establish that $B_2$ becomes zero in the very special case in which all sites offer exactly the same number of slots. In this case, $K_j = K$ for all $j$ and the relative popularity coincides with the relative degree of rationing, thus the two covariances in equation (29) are equal and $B_2$ is zero.}

It is important to realize that a necessary condition for the existence of a “bias” of the NP estimator under Allocation rule 2 is that the $J$ sites are heterogeneous with respect to both the average potential outcome $Y(1)$ at the cutoff and the number of applicants per site. In particular, the role played by the variance across sites of the relative site size $(\frac{N_jf_j}{(Nf)})$ is clear from equation (27). This variance decreases – and so the NP “bias” also decreases – as the number of applicants in each site shrinks, keeping the total number of sites fixed at $J$ (see the Online Appendix to this section for details).

Summing up, under Allocation rule 2:

- A necessary condition for the “bias” of NP with respect to the $ATNT_2$ is that the $J$ sites are heterogeneous with respect to the average potential outcome at the cutoff as well as with respect to the number of applicants per site.

- If this necessary condition is met then the size of the “bias” is mainly determined by the covariance $-B_1$ across sites between the outcome of applicants in the presence of treatment and their relative number, in a neighborhood of the cutoff.

- Covariance $-B_1$ enters the “bias” weighted by $P[0|\tilde{O}^+]$, the proportion of subjects located at the cutoff out of those in a left-closed neighborhood above the cutoff. This weight goes to zero as the number of applicants per site diverges to infinity; this is one reason why the aforementioned condition is only necessary for a “bias”.
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• The size of the additional “bias” component $B_2$ is uncertain. It may be small because it depends on the ratio between the number of applicants in a neighborhood of the cutoff and the number of slots in the entire site, which is typically small; but we cannot rule out that it is large in some applications, because its other component, $(-B_1 - B_3)$, can be sizeable.

• Altogether, the “bias” of NP with respect to the $ATNT_2$ is likely to be small when the number of applicants per site is large – in which case weight $P[0|\bar{O}^+]$ is negligible – or when the number of applicants is very small in each site – in which case it is the variability of the weights across sites that is negligible. In all other cases, the “bias” may be large.

4.2 Does it help to drop observations located at the cutoff?

In light of the analysis carried out so far, it is natural to ask whether dropping the observations located exactly at the cutoff would eliminate the “bias” of the NP estimand under Allocation rule 2. The answer is: not necessarily. To see why, note that after removing these marginal subjects the NP estimand is given by

$$
\tau^{NP_3} = \mathbb{E}[Y_{ij}|\bar{O}^{+}] - \mathbb{E}[Y_{ij}|\bar{O}^{-}]
= \sum_{j=1}^{J} [\mathbb{E}[Y_{ij}|\bar{O}^{+}, j] P[j|\bar{O}^{+}]] - \sum_{j=1}^{J} [\mathbb{E}[Y_{ij}|\bar{O}^{-}, j] P[j|\bar{O}^{-}]].
$$

This expression looks identical to equation (8), which defines $\tau^{NP_1}$. However, here the weights used to derive the average potential outcomes across sites above and below the zero cutoff do not coincide, contrary to equation (8). In particular, $P[j|\bar{O}^{+}]$ is not the weight that we would use under Allocation rule 1. The reason is that if the marginal subjects located at each cutoff are removed, the expected number of subjects in an open neighborhood above the zero cutoff is as in equation (16), and so

$$
P[j|\bar{O}^{+}] = \frac{1}{J} \frac{N_f}{N_f - N_f} \frac{f_j}{f_j - f_j} \neq \frac{1}{J} \frac{N_f f_j}{N_f} = P[j|\bar{O}^{-}]. \quad (31)
$$
As a result of the difference between the two weights, we can write

\[ \tau_{NP3} = \tau^{ATNT} + \sum_{j=1}^{J} \mathbb{E}[Y_{ij}(1)|0, j] \left( P[j|\mathcal{O}^+] - P[j|\mathcal{O}^-] \right) \]  

(32)

which indicates that under Allocation rule 2 the strategy of dropping the subjects located exactly at the cutoff would still induce the $B_2$ bias component defined in equation (29).

For the reasons discussed in Section 4.1, $B_2$ is likely to be small when the number of applicants per site diverges to infinity as well as when the number of applicants is very small in each site. But we cannot exclude that it is large in some settings. It is then an empirical question whether the strategy of dropping the marginal subjects who are located at the cutoffs is enough to eliminate any relevant “bias” or not.

5 Fixed effects: the safest option

The previous section has established that under Allocation rule 2, the NP estimand – whether including or excluding marginal subjects – in general does not coincide with a meaningful causal parameter. In this section we illustrate a Site Fixed Effect (SFE) estimation strategy that eliminates any “bias” resulting from the NP strategy.

5.1 The fixed effect estimator for the multi-cutoff RDD

Consider the following SFE estimator,

\[
\hat{\tau}_{SFE} = \frac{\sum_{j=1}^{J} \sum_{i=1}^{N_j} R_{ij} (Y_{ij} - Y_{.j}) (D_{ij} - D_{.j})}{\sum_{j=1}^{J} \sum_{i=1}^{N_j} R_{ij} (D_{ij} - D_{.j})^2}
\]

(33)

where $R_{ij}$ is a kernel function appropriately designed to include only observations in a neighborhood of the cutoff and $Y_{.j}$ denotes the local average outcome in site $j$ evaluated using

\[ 12 \text{ As explained in Section 4.1, it is also small in some special cases: when } K_j = K \text{ for all } j \text{ and when } K_j \text{ is large in each site.} \]
the same kernel function \( R_{ij} \), and similarly for the treatment indicator \( D_{.j} \).\(^{13}\) The weight of each site is given by
\[
\omega_j = \frac{\sum_{i=1}^{N_{.j}} R_{ij} (D_{ij} - D_{.j})^2}{\sum_{j=1}^{J} \sum_{i=1}^{N_{ij}} R_{ij} (D_{ij} - D_{.j})^2}.
\] (34)

Thus, \( \hat{\tau}^{SFE} \) is the weighted average of the local (kernel-weighted) site-specific regression coefficients of the observed outcome on the treatment exposure indicator. Only sites with at least one treated and one untreated unit within a neighborhood of the cutoff receive a strictly positive weight. If treatment exposure is assigned according to Allocation rule 1, after replacing potential outcomes the estimand of this estimator coincides with
\[
\tau^{SFE} = \sum_{j=1}^{J} \omega_j^{SFE} (\mathbb{E}[Y_{ij}(1)|O^+, j] - \mathbb{E}[Y_{ij}(0)|O^-, j])
\]
\[
= \sum_{j=1}^{J} \omega_j^{SFE} (\mathbb{E}[Y_{ij}(1)|0, j] - \mathbb{E}[Y_{ij}(0)|0, j])
\] (35)

which is a weighted average of the site-specific Average Treatment Effects at the cutoffs.\(^{14}\)

As noted above, independently of the allocation rules, SFE drops sites with units only on one side of the cutoff within the neighborhood, and thus uses only sites for which a proper counterfactual comparison is possible. In this respect, NP does not offer a better solution, because it uses all sites at the cost of including also those without a counterfactual comparison, for which a treatment effect cannot be identified.

Moreover, under Allocation rule 1, owing to the absence of subjects located exactly at the cutoff, the weights coincide with those of the non problematic case (equation 9), i.e.,
\[
\omega_j^{SFE} = \frac{1}{J \left( \frac{N_{fj}}{N_f} \right)} = P[j|O^+] = P[j|O^-] = P[j|0],
\] (36)

so in this case each site’s weight is proportional to the number of subjects in a neighborhood of the cutoff. Thus, under Allocation rule 1, \( \tau^{SFE} \) coincides with the ATE across all sites.

Under Allocation rule 2, instead, the weights of the \( J \) sites are no longer proportional to \( N_{j}f_{.j} \). The SFE estimand assigns a strictly positive weight only to sites with at least one

\(^{13}\)See Section 8 for details on how we select the bandwidth to implement this estimator in our empirical analysis.

\(^{14}\)Once again, the change in the conditioning term of the expectations in the last line of (35) derives from the continuity condition in Assumption 2.
treated and one untreated unit. Therefore, in the $j^{th}$ site the expected number of units in a (open) left and (closed) right neighborhood of the cutoff are, respectively,

$$1 + N_j f_j \epsilon (1 - \frac{N_j - K_j - 1}{N_j - K_j});$$ (37)

$$1 + N_j f_j \epsilon (1 - \frac{K_j - 1}{K_j}).$$ (38)

Using these expected numbers of units, the probability of exposure in a neighborhood of the cutoff in site $j$ is

$$0.5 + \frac{1}{(f_j \epsilon)^{-1} + 2 N_j - 2 (r_j - 1)},$$ (39)

where $0 < r_j = \frac{2K_j}{N_j} < 2$, so that when the number of available slots is equal to half the number of applicants the probability of exposure (at the cutoff) is 0.5.$^{15}$

Note however that even when $r_j \neq 1$, the deviation of this probability from 0.5 is likely to be negligible in practice because (a) the numerator is below 1 in absolute value; (b) the denominator is the sum of the number of applicants to site $j$ (minus 2) plus the inverse of the probability to have a unit in the neighborhood of the cutoff, which is a “small” probability.

In conclusion, even under Allocation rule 2, the probability (at the cutoff) of being treated is close to 0.5 in each site and the weight of each site is approximately proportional to $N_j f_j$, as under Allocation rule 1. Therefore, even under Allocation rule 2 the estimand of SFE given by equation (35) coincides approximately with the ATE across sites.

### 5.2 Efficiency of the SFE estimator in multi-cutoff RD

The ability to identify a meaningful causal parameter is not the only advantage of the SFE estimator in a multi-cutoff RD design. In such a setting, this estimator is likely more precise than the NP estimator. To see why, consider the following linear specification for the effect on outcome $Y_{ij}$ of the exposure of subject $i$ to treatment $D_{ij}$ in site $j$:

$$Y_{ij} = \tau D_{ij} + u_j + e_{ij}.$$ (40)

$^{15}$Eq. (39) is a first order Taylor expansion of the probability of exposure as a function of $r_j$ around $r_j = 1$. 

As in previous sections, this equation is intended to be estimated on the sub-sample of subjects in a suitable interval around the cutoff. The site fixed-effect $u_j$ represents the site-specific average outcome (at the cutoff) in case $D_{ij} = 0$, while $e_{ij}$ represents the unit-specific unobservable component of the outcome. The sampling variance of the SFE estimator is

$$\text{Var}[\hat{\tau}^{SFE}] = \frac{\text{Var}[e]}{SS_w},$$

where $SS_w$ is the within-site sum of squared deviations of the treatment indicator $D_{ij}$ from its mean. The corresponding sampling variance of the NP estimator is:

$$\text{Var}[\hat{\tau}^{NP}] = M \frac{\text{Var}[u] + \text{Var}[e]}{SS_w + SS_b}$$

where $SS_b$ is the between-site sum of squared deviations of the treatment indicator $D_{ij}$ from its mean and $M$ is the Moulton Factor (see Angrist and Pischke, 2008, Section 8.2.1).

Since $M \geq 1$, a sufficient condition for the SFE estimator to be more precise than the NP estimator is that

$$\frac{\text{Var}[u]}{\text{Var}[u] + \text{Var}[e]} > \frac{SS_b}{SS_b + SS_w},$$

where the LHS is the intraclass correlation of the composite error term $u_j + e_{ij}$,\(^{16}\) while the RHS is the intraclass correlation of the treatment indicator $D_{ij}$. In general, one cannot tell whether condition (43) is satisfied or not because, comparing the right-hand sides of (41) and (42), one cannot tell whether the gain induced by dropping $\text{Var}[u]$ in the numerator is larger than the loss from dropping $SS_b$ in the denominator. However, in the RD setting that we study this condition is likely to be met in most applications for the following reason.

As we show in the Online Appendix, under Allocation rule 1 the intraclass correlation of the treatment indicator on the RHS of (43) is:

$$\frac{SS_b}{SS_b + SS_w} = \left(1 - 2\left(\frac{1}{\bar{n}}\right)\right) \frac{1}{\bar{n}},$$

where $\bar{n}$ is the average of $n_j$, the number of subjects per site in a neighborhood of the cutoff, and $\left(\frac{1}{n}\right)$ is the average of $\frac{1}{n_j}$. Since, using SFE, $n_j \geq 2$, in the extreme case in which $n_j = 2$

\(^{16}\)Here and in the rest of the paper, the correlations on the two sides of (43) are labelled as “intraclass” in line with the literature, even if in our context a class is a site.
in all sites – and if $\bar{n}$ diverges to infinity – the RHS of (43) is zero. Therefore, even a tiny value of $\text{Var}[u]$ is enough to guarantee an efficiency advantage of SFE relative to NP. These are the cases in which a RD design coincides (locally at the cutoff) with a stratified RCT with an equal proportion of treated in each stratum (see Athey and Imbens, 2017). In this case, there is no between-site variation of the treatment indicator, and so conditioning on site fixed effects generates only an efficiency gain – this conditioning reduces the variance of the error term without any countervailing effect.

When $n_j$ varies across sites, the RD setting deviates from the case of a stratified RCT with an equal proportion of treated in each stratum, because of sampling variability. However,\(^\text{17}\)

$$
\left(1 - 2\left(\frac{1}{\bar{n}}\right)\right)\frac{1}{\bar{n}} \leq \left(1 - \frac{2}{\bar{n}}\right)\frac{1}{\bar{n}},
$$

(45)

and so a sufficient condition for SFE to be more precise than NP is

$$
\frac{\text{Var}[u]}{\text{Var}[u] + \text{Var}[e]} > \left(1 - \frac{2}{\bar{n}}\right)\frac{1}{\bar{n}}.
$$

(46)

The RHS of (46) reaches the maximum at $\bar{n} = 4$, and the maximum is as large as 0.125. Therefore, even in this case a moderate degree of unobservable heterogeneity across sites would be enough to confer the SFE estimator an efficiency advantage.\(^\text{18}\)

Under Allocation rule 2, the deviation from the case of a stratified RCT with an equal proportion of treated in each stratum is of course larger because of the presence of a subject at each cutoff in a context in which the sample size in a neighborhood of the cutoff is generally different across sites. Still, using the same argument used in Section 5.1 in relation to equation (39), the deviation from 0.5 of the probability of exposure due to Allocation rule 2 is plausibly negligible in practice. Therefore, SFE has an efficiency advantage also under Allocation rule 2, for the same reasons it has one under Allocation rule 1.

\(^{17}\)Recall that the armonic average is smaller than or equal to the arithmetic average.

\(^{18}\)To simplify the exposition, these calculations are derived as if the NP and SFE are evaluated on the same set of sites. In general, this is not the case because, as noted above, SFE assigns a strictly positive weight only to sites with positive variance of the treatment status while NP also uses sites where this variance is zero. However, when NP uses more sites than SFE, the value of $SS_w$ is exactly the same for the two estimators. Any difference in the size of the two sets of sites would affect only the value of $SS_b$. Nonetheless, our argument for using the sufficient condition (46) is that a fair comparison between NP and SFE should condition on the set of sites within which both treated and untreated units are available (around the cutoff). Unless one has strong reasons to think that site membership is not a confounder.
6 Alternative ways of defining the cutoff

There are alternative strategies based on re-defining the cutoff in a way that sidesteps the presence of an individual located exactly at each cutoff under Allocation Rule 2. This section shows that these strategies do not necessarily solve the identification problem and, in addition, they are likely to be less precise than SFE (for the same reasons discussed in the previous section in relation to NP).

6.1 Symmetric distance Normalizing-and-Pooling

The first solution, which we label as “SYM”, is commonly used in political sciences, where a site is an election. For example, Boas and Hidalgo (2011) and Kendall and Rekkas (2012) introduce an asymmetry between the last subject who is exposed to the treatment – the marginally treated – and the first subject who is not – the marginally non-treated. These authors posit that, in each site \( j \), the cutoff that is relevant for the treated (resp. non-treated) is the score of the marginally non-treated (resp. treated). Formally, let \( X^*_m_{ij} \) and \( X^*_d_{ij} \) denote the scores of, respectively, the marginally treated and marginally non-treated (“denied”) subjects. The normalized scores are then computed as \( X_{ij} = X^*_ij - X^*_d_{ij} \) for each unit \( i \) who is exposed to the treatment, and \( X_{ij} = X^*_ij - X^*_m_{ij} \) for each unit \( i \) who is not exposed to the treatment. As a consequence, there is no unit located at any cutoff, i.e., there is no \( i \) for whom \( X_{ij} = 0 \). After defining the running variable this way, the authors proceed pooling together the \( J \) sites exactly as in NP.

In finite samples, this way of redefining the normalized score induces a discontinuity in the regression of \( Y_{ij}(0) \) on this score at the normalized cutoff, which is given by

\[
\begin{align*}
\mathbb{E}[Y_{ij}(0)|X_{ij} = 0^+, j] - \mathbb{E}[Y_{ij}(0)|X_{ij} = 0^-, j] \\
= \mathbb{E}[Y_{ij}(0)|X_{ij}^* = X^*_d_{ij}, j] - \mathbb{E}[Y_{ij}(0)|X_{ij}^* = X^*_m_{ij}, j].
\end{align*}
\]

(47)

This difference is not zero as long as the regression of \( Y(0) \) on \( X^* \) is not flat around the cutoff(s). As the number of individuals per site, \( N_j \), grows to infinity the difference on the RHS of equation (47) goes to zero. This is so because in large samples, \( X^*_m_{ij} - X^*_d_{ij} \) converges to zero. How much it matters in finite samples is an issue that we explore in Section 8.
6.2 Split-the-distance Normalizing-and-Pooling

An alternative way of avoiding one subject located exactly at each cutoff is the following. Consider again the scores of the marginally treated and marginally non-treated (“denied”) subjects, $X^*_{m_j}$ and $X^*_{d_j}$. One can define the cutoff in site $j$ as a weighted average of the two,

$$\alpha X^*_{m_j} + (1 - \alpha)X^*_{d_j}, \quad (48)$$

where $\alpha \in (0, 1)$. The idea is that any score above $X^*_{d_j}$, even if strictly below $X^*_{m_j}$, would ensure treatment to subject $m_j$. The researcher can then normalize the score in each site using this average cutoff and pool across sites in the usual way. We label this strategy as “SPLIT”.

By definition, in each site there is one treated unit located exactly at a $(1 - \alpha)(X^*_{m_j} - X^*_{d_j})$ distance on the right of the cutoff and one untreated unit located exactly at a $\alpha(X^*_{m_j} - X^*_{d_j})$ distance on the left of the cutoff. Whether this strategy works or not depends again on the weight of each site on the left and on the right of the cutoff. Setting $\alpha = 0.5$, the expected number of units in a finite right neighborhood of the cutoff is approximately equal to

$$1 + N_j \left( 1 - \frac{1}{K_j} \right) f_{j}\nu, \quad (49)$$

where $\nu$ is the width of the neighborhood. In a finite left neighborhood, the corresponding expected number is

$$1 + N_j \left( 1 - \frac{1}{N_j - K_j} \right) f_{j}\nu. \quad (50)$$

Depending on the value of the ratio $\frac{K_j}{N_j}$, these two numbers – and so the weights of the site on the left and on the right of the cutoff – will generally differ. In this case, following the discussion of the NP bias in Section 4.1, the resulting estimand of the causal effect would be biased to a degree depending on the cross-site covariance between $\mathbb{E}[Y(1)|0, j]$ and $(P[j|O^+] - P[j|O^-])$. We explore empirically the performance of this estimator in Section 8, at different levels of the number of applicants per site.
7 Rank-Distance: a strategy that should be avoided

Another possible strategy in the multi-cutoff RD setting under Allocation rule 2 consists of following the NP approach after replacing the original normalized running variable with a normalized running variable in terms of ranks (e.g., Abdulkadiroglu et al., 2014). This solution comes in two flavors. One consists of first creating the running variable site by site in terms of ranks and then normalizing and pooling the observations with respect to the running variable in ranks (RKNP). The other inverts the order of these operations (NPRK). In this section we show that these strategies are either potentially problematic or superfluous.

Starting with RKNP, let $x_{(1)}, x_{(2)}, \ldots, x_{(N_j-K_j)}, \ldots, x_{(N_j-K_j+1)}, \ldots, x_{(N_j)}$ be the list of scores ordered from the smallest to the largest in site $j$. $N_j - K_j$ individuals (i.e. those in the first $N_j - K_j$ positions of this list from the bottom) are not offered a slot in site $j$, the remaining individuals, in positions between $N_j - K_j + 1$ and $N_j$, are instead exposed to the treatment in the same site. The normalized (and standardized) running variable in rank is:

$$\rho_{ij}^* = 100 \frac{\rho_{ij} - N_j + K_j - 1}{N_j},$$

where $\rho_{ij}$ is the rank of the $i^{th}$ applicant in site $j$.

In each site, there will be one marginal subject with $\rho_{ij}^* = 0$, while in any two symmetric open neighborhoods of the cutoff of size $\varepsilon$, which we denote again $\mathcal{O}^- = (-\varepsilon, 0)$ and $\mathcal{O}^+ = (0, +\varepsilon)$, the number of subjects will be:

$$n_j = \begin{cases} 
0 & \text{if } N_j\varepsilon < 1 \\
1 & \text{if } 1 < N_j\varepsilon < 2 \\
2 & \text{if } 2 < N_j\varepsilon < 3 \\
\vdots
\end{cases}$$

That is, $n_j$ is proportional to $N_j$. Defining in terms of the normalized ranking distance also the closed neighborhood $\tilde{\mathcal{O}}^+ = \{0\} \cup \mathcal{O}^+ = [0, +\varepsilon)$, the corresponding weight of site $j$ in this neighborhood is

$$P[j|\tilde{\mathcal{O}}^+] = \frac{1 + \frac{n_j}{J}}{1 + \bar{n}},$$
where \( \bar{n} \) is the average of \( n_j \) across sites, while in \( \mathcal{O}^- \) the weight is

\[
P[j|\mathcal{O}^-] = \frac{1}{J} \frac{n_j}{\bar{n}}.
\]

The fact that the two weights in (53) and (54) differ leads to the same conclusions reached in Section 4.1: the RKNP estimator that includes the subject located exactly at the cutoff in general does not identify a meaningful causal parameter under Allocation rule 2, even if the RD design is valid in each site. However, removing subjects located at the cutoff when using the normalized rank-distance as the running variable restores identification, because in this case both sets of weights, above and below are equal and given by

\[
P[j|\mathcal{O}^-] = \frac{1}{J} \frac{n_j}{\bar{n}} = P[j|\mathcal{O}^+].
\]

This is promising but is not enough to solve the problem, for a different reason. The weights in equation (55) are proportional to \( N_j \), which is the total number of applicants to site \( j \), and, because of (52), yield the following estimand,

\[
\tau_{RKNP} = \sum_{j=1}^{J} \left[ \mathbb{E}[Y_{ij}|\mathcal{O}^+, j] \frac{N_j}{N} \right] - \sum_{j=1}^{J} \left[ \mathbb{E}[Y_{ij}|\mathcal{O}^-, j] \frac{N_j}{N} \right] = \sum_{j=1}^{J} \frac{N_j}{N} \left[ \mathbb{E}[Y_{ij}(1)|\mathcal{O}^+, j] - \mathbb{E}[Y_{ij}(0)|\mathcal{O}^-, j] \right].
\]

However, the “natural” weight that a site should receive in a pooled RD design should depend on the number of applicants located only in a neighborhood of the cutoff, i.e. \( N_j f_j \), not on all the applicants to that site, i.e. \( N_j \). Consider for example two sites, \( j \) and \( j' \), with the same number of applicants, \( N_j = N_{j'} \). Suppose that the distribution of running variable is bell-shaped in both sites, but in site \( j \) the cutoff is located near the mode while in site \( j' \) it is located in one of the tails. Using the RKNP estimation strategy, the two sites would receive the same weight while the RD logic requires that site \( j \) should receive a larger weight. This problem would not arise only in very particular and unlikely cases in which both the distributions of the running variable and the cutoffs are the same in the two sites (i.e., \( f_j = f_{j}' = f \) and \( c_j = c_{j}' = c \)). Outside of these special cases, the omission of \( f_j \) from the weights in (54) would generally make the estimand \( \tau_{RKNP} \) difficult to interpret.
This estimand would still be a weighted difference between the expected potential outcomes with and without treatment, but it could be “biased” with respect to the standard causal parameters in which researchers are typically interested, as we show in Section 8.

This problem could be handled by re-weighting sites using (an estimate of) $f_j$. However, in the presence of relevant heterogeneity across sites in the number of applicants, the way in which neighborhoods are defined in equation (55) results in an estimator that would assign zero weight to sites with a small number of applicants, regardless of re-weighting.

As for the NPRK approach, it is easy to see that under Allocation rule 2 this strategy faces exactly the same problems as the standard NP strategy analyzed in Section 4.1. The reason is that this procedure implies a one-to-one mapping between the original scale of the normalized running variable and the $(0, 100)$ scale of the normalized running variables in ranks. As a result, the weight of each site in the original scale is identical to its weight in the rank scale and would differ on the two sides of the cutoff, as in equation (20). The resulting estimand $\tau^{NPRK}$ would be “biased” for the ATT, like $\tau^{NP_2}$ in equation (26). Similarly, the properties of the NPRK estimator after removing marginal subjects would be the same as in the NP case without a transformed running variable. For this reason, we do not analyze this estimator in detail and we do not consider it in the empirical illustration that follows.

8 An empirical illustration

We illustrate empirically the results of our econometric analysis using the data of Pop-Eleches and Urquiola (2013). These authors – referred to as PEU in what follows – employ a multi-cutoff RD design to study the effects on students’ outcomes of being admitted, at the end of middle school, to oversubscribed “higher-achievement” high schools in Romania. The PEU dataset is ideal for our purposes because rationing is resolved using Allocation rule 2 described in Section 4, which we have shown to be potentially problematic. The running variable that determines admission to one of these high schools is defined by PEU as a “transition score”. For each applicant, this is equal to the average between a standardized nationwide test score and middle school GPA. The primary focus in PEU is the effect of the quality of a high school, as measured by the average transition score of its students, on the
participation and the grade obtained in a high-stake Baccalaureate exam that determines access to tertiary education.

For the purpose of our empirical illustration, we focus on the sharp RD design in PEU’s analysis and so on the Intention To Treat effect of being admitted to these higher-achievement educational institutions on the Baccalaurate grade. After applying our selection criteria, we study a setting that features 1,729 sites (higher-achievement high schools) and 202,424 applicants (in 2001-2003). Since a student can apply to more than one high school, our estimation exercise can leverage about 1.24 million applications, with an average of 716 applicants per site. Thus, we can compare the performance of the estimators described in the previous sections at the original, very large, sample size and when this size is progressively reduced, reaching levels that are closer to those that prevail in the literature. This is another important reason why the PEU dataset is ideal to illustrate our results. Following PEU, in our empirical analysis we take into account multiple applications by clustering standard errors at the individual level.

8.1 Setting-up the PEU sample for the comparison exercise

Referring the interested reader to PEU for all the institutional details, in this section we describe the specific sub-sample of their data that we use for our empirical illustration.

We start from the initial administrative PEU sample of students in the 2001-2003 cohorts, and we follow these authors in restricting the analysis to applicants with a running variable within 1 point from a school admission cutoff. This data set has 1,869,709 observations for 1,884 sites. We then drop the observations with missing baccalaureate grade (see footnote 19), those in sites without rationing, and those that have only one applicant to the right

---

19PEU show that about two thirds of Romanian high-school graduates take the Baccalaureate exam, but this fraction is independent of whether a student is admitted or not to “higher achievement” high schools, based on the transition score. Thus, taking the Baccalaureate exam is orthogonal to our ITT indicator. We therefore follow PEU in not worrying about a potential selection problem related to the possibility that a Baccalaureate grade exists only for students who take the corresponding exam.

20The PEU data set is used also by Bertanha (2020) to discuss extrapolation in RD settings.

21While our theoretical analysis in Sections 3–7 assumes that all applicants are attached to one and only one site, in PEU each subject can apply to multiple sites. However, according to PEU, “regressions restricted to students in bands close to the cutoffs in fact rarely use student-level observations more than once” (p. 1302), i.e., the case they consider does not depart in a relevant way from our set-up. Nonetheless, we follow PEU in correcting standard errors for the correlation between the multiple applications of each individual.
or to the left of the cutoff. This cleaning leaves us with a usable sample of 1,729 sites and 1,238,418 applicants. We will refer to this as the Full Sample.

This data set contains “ties” within each site, i.e., applicants with the same value of the running variable. To simplify the comparison of the estimators that we consider without having to worry about ties (in particular those located exactly at a cutoff), we add a tiny noise to the running variable, site by site and separately on the two sides of each cutoff, making sure that this noise is sufficiently small to preserve the treatment status of each applicant. This alteration of the original data is irrelevant for our findings (more on this in Section 9).

In light of these changes, it is clear that the Full Sample is different from all the samples used in PEU. Therefore, none of our results is directly comparable with the results obtained by these authors (although, for completeness, we report below the PEU estimate that is more comparable to ours). This is not a problem because we are not interested in validating their results, which are perfectly fine: our goal is just to use their data in the best way to illustrate our analysis.

8.2 Sample size reduction

Figure 1 shows the sample size distribution of the data sets used in the 21 studies reviewed in Table A–1, which are all characterized by multiple cutoffs under Allocation rule 2. It is evident that these sample sizes are in general considerably smaller than the one in PEU. Since our goal is to compare the estimators described in previous sections not only at the very large PEU sample size but also at the smaller sample sizes that are typical in the literature, we need a rule to progressively drop observations from the PEU sample.

There are many ways to implement this sample reduction. The theoretical results described in previous sections have been obtained for a given number of sites, and so in order to ensure that the empirical illustration matches our theoretical results, we need a way to progressively drop observations without changing the number of sites. This requirement poses a problem because the support of the distribution of applicants per site in the Full Sample ranges between 10 and 2,224; if we dropped observations proportionally in each site, some sites would disappear in the process. We handle this problem as follows. Starting from the
Figure 1: Distribution of sample size per site across the studies listed in Table A–1

Notes: Considering the 19 studies, different from Pop-Eleches and Urquiola (2013), that are listed in Table A–1, the figure shows the distribution of the maximum sample size per site across all the RD models estimated in those studies. Each one of them reports several specifications, of which we consider the one with the largest number of observations per site. The histograms is composed of 17 observations because (i) Abdulkadiroglu et al. (2014) use entirely different samples for the Boston and New York City exam schools; (ii) for three studies we could not infer the number of sites from the information reported in the paper.

Full Sample, we keep a progressively smaller fraction of randomly selected observations in each site, separately by treatment status. When, at any round, a site would remain without treated or non-treated observations, we classify it as a “Panda” site to be “protected”, and we keep it in the sample with at least 4 observations (at least two treated and two non-treated). At each round of the process, the theoretical fraction of observations that we keep is reduced by 5 percentage points until we reach a sample that would have 5% of the Full Sample observations if all sites were large enough to allow for such reduction. This procedure generates 19 samples (Sample95, Sample90, · · · , Sample5), to which we add three samples corresponding respectively to theoretical fractions of 4, 3 and 2 percent of the Full Sample size. Descriptive statistics of some of these 22 reduced samples are reported in Table 1.

Thanks to this procedure, our analysis is relevant for researchers facing an average number of applicants per site that ranges between 716 (Sample95) and 15 (Sample2), keeping constant the number of sites at 1,729. As in Figure 1 shows, this is the relevant range for most of the papers that we reviewed. We cannot reduce the Full Sample to a theoretical size below 2% because our estimates would become too imprecise. However, the range of sample sizes that we consider is sufficient to infer (by extrapolation) what would happen when the number of applicants per site is even smaller than 15, as occasionally observed in the literature.
Table 1: Descriptive statistics of the Full Sample and of some representative reduced samples

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>of Full Sample</td>
<td>2%</td>
<td>5%</td>
<td>10%</td>
<td>25%</td>
<td>50%</td>
<td>100%</td>
</tr>
</tbody>
</table>

| Total Sample size                  | 25,686 | 62,418 | 124,257 | 310,110 | 620,074 | 1,238,418 |
| Number of sites                    | 1,729  | 1,729  | 1,729  | 1,729  | 1,729  | 1,729  |
| Av. applicants per site            | 15     | 36     | 72     | 179    | 359    | 716    |
| St.Dev of apps./site               | 10     | 25     | 51     | 128    | 256    | 511    |
| % of “Panda” sites                 | 42.5   | 24.8   | 15.6   | 7.0    | 3.4    | 0.0    |

Notes: Columns [1]-[5] report statistics for five reduced samples obtained from the Full Sample with the reduction procedure described in Section 8.2. The Full Sample has been constructed from the data of Pop-Eleches and Urquiola (2013) as described in Section 8.1. Column [6] reports the statistics for the Full Sample.

Three remarks about our sample-reduction procedure are in order. First, while keeping constant the number of sites, the procedure reduces the standard deviation of applicants per site (see the Online Appendix). This fact is important for the interpretation of our results, because this reduced heterogeneity contributes to decreasing the NP “bias”, thus favoring the NP estimator in the comparison with its alternatives.

Second, the identity of the marginal subject may change at any step of the process, because of re-sampling from the Full Sample. This happens when the subject located exactly at the cutoff in the Full Sample is dropped by chance in a smaller sample. We must therefore identify the new marginal subject (among the treated) in those sites where this is necessary at a given step of the process. However, once the new marginal subject is properly identified, this implication is immaterial.

Finally, the procedure is appropriate for a comparison of the different estimates at each given sample size, while the comparison of the estimates obtained for a given estimator at different sample sizes are not necessarily informative, particularly at small sample sizes. This is so because the presence of “Panda” sites implies that each sample corresponds to a different underlying population, featuring its own potentially different average treatment effect.
8.3 Estimates in the Full Sample

Following Gelman and Imbens (2019), we restrict our analysis to non-parametric versions of the estimators described in Sections 4–7. We obtain our estimates in Stata, using the \texttt{rdrobust} package developed by Calonico et al. (2017), after defining appropriately the running variable and the sample to implement the different estimation strategies. The comparison between these estimates in the Full Sample is displayed in columns [1]–[8] of Table 2. Columns [1] and [2] report the conventional NP estimates with and without marginal subjects located at the cutoff, respectively (see Section 4). Even at this very large sample size, the difference between these two estimates is quantitatively relevant: 0.014 when including marginal subjects vs 0.025 when excluding them. The optimal bandwidths computed by the Calonico et al. (2017) code are reported in the third row. The sample sizes in the last row differ because of the 1,729 marginal subjects dropped in column 2, which correspond to the number of sites reported in the next-to-last row.

Columns [3] and [4] report the corresponding SFE estimates, obtained using the same optimal bandwidths of their NP counterparts to make NP and SFE directly comparable. Independently of whether marginal subjects are included or not, as expected from our theoretical analysis in Section 5, these two SFE estimates are very similar (0.023 and 0.024, respectively). They are also very similar to the NP estimate without marginal subject, which confirms that when the sample size is very large, NP is “unbiased” for the causal parameter of interest only if marginal subjects are excluded. However, the efficiency gain of SFE suggests that this strategy dominates the NP estimator without marginal subjects even when the sample size is very large: the s.e. of the SFE estimates are 0.005 and 0.006 respectively in column [3] and [4], while for NP without marginal subjects the s.e. in column [2] is 0.008.

The first two rows in column [6] of Table 3 report the empirical counterparts of the two sides of sufficient condition (46) for the efficiency of SFE with respect to NP. The intraclass correlation of the composite error term $u_j + e_{ij}$ on the LHS of (46) is 0.47, while the intraclass correlation of the treatment indicator $D_{ij}$ on the RHS is 0.006. The condition is therefore largely satisfied. For this reason, the SFE estimator is more precise than the NP estimator even at the very large sample size of the Full Sample. As explained in Section 5.2, a multi-
cutoff RD setting in which condition (46) is satisfied is similar to the setting of a stratified RCT with a constant probability of treatment in each stratum and therefore the fixed effect transformation does not reduce in a relevant way the variability of the treatment dummy, while reducing the noise (Athey and Imbens, 2017).

Going back to Table 2, consider the estimates obtained with the SYM and SPLIT estimators described in Section 6. In column [5], the cutoff for the treated units (resp. non-treated) is set as the score of the marginally non-treated unit (resp. treated). In column [6], instead an artificial cutoff is set at half the distance between the score of the last treated and the score of the first non-treated observations. The resulting estimates are 0.023 and 0.027, respectively, but with standard errors that are in the ballpark of the NP ones and thus larger than those of the SFE estimates.

Finally, columns [7] and [8] of Table 2 report estimates based on defining the running variable in terms of ranks (RK). Also in this case, keeping marginal subjects in the analysis generates a “bias” comparable to the NP “bias” (0.013 versus 0.028 with and without marginal subjects, respectively). Moreover, in both cases the standard errors are large.

Recall that the Full Sample that we have constructed from the PEU original data, is not directly comparable to any of the samples used in the PEU study. However, for completeness, in column [9] of Table 2, we report the estimate that we obtain in the Full Sample with the parametric SFE estimator (without marginal subjects) used by PEU (first column of Panel B in Table 4 of their paper). Despite the sample differences described in Section 8.1, the two estimates are almost identical: 0.017 in the Full Sample and 0.018 in PEU, with a small standard error of 0.002 in both cases that is due to the parametric assumption. These results suggest that our Full Sample is not too different from the sample used by PEU for their corresponding estimates, despite our interventions on the original data.

Taking stock of the evidence described so far, two main messages emerge from Table 2 and confirm the theoretical predictions of Sections 4–7: first, at the very large sample size of PEU, Allocation rule 2 is not problematic in a multi-cutoff setting as long as marginal subjects located exactly at the cutoff are dropped from the analysis; second, the SFE estimator is more precise than any other estimator.
Table 2: Full sample estimates for the different estimators

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Marginal subjects</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Estimates</td>
<td>0.014</td>
<td>0.025</td>
<td>0.023</td>
<td>0.024</td>
<td>0.023</td>
<td>0.027</td>
<td>0.013</td>
<td>0.028</td>
<td>0.017</td>
</tr>
<tr>
<td>St. error</td>
<td>(0.007)</td>
<td>(0.008)</td>
<td>(0.005)</td>
<td>(0.006)</td>
<td>(0.009)</td>
<td>(0.008)</td>
<td>(0.009)</td>
<td>(0.008)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Optimal bandwith</td>
<td>0.228</td>
<td>0.177</td>
<td>0.228</td>
<td>0.177</td>
<td>0.136</td>
<td>0.161</td>
<td>6.968</td>
<td>8.456</td>
<td>n.a.</td>
</tr>
<tr>
<td>Number of sites</td>
<td>1,729</td>
<td>1,729</td>
<td>1,729</td>
<td>1,729</td>
<td>1,729</td>
<td>1,729</td>
<td>1,729</td>
<td>1,729</td>
<td>1,729</td>
</tr>
<tr>
<td>Sample size</td>
<td>1,238,418</td>
<td>1,236,689</td>
<td>1,238,418</td>
<td>1,236,689</td>
<td>1,238,418</td>
<td>1,238,418</td>
<td>1,238,418</td>
<td>1,236,689</td>
<td>1,236,689</td>
</tr>
</tbody>
</table>

Notes: The table reports non-parametric, Sharp RD estimates of the effect of being admitted to a higher-achievement high school in Romania on the grade of the Baccalaureate exam. Standard errors are clustered at the individual level, as in PEU. The data set is the Full Sample that we have constructed with the original data of Pop-Eleches and Urquiola (2013), as described in Section 8.1. Marginal subjects are the applicants located exactly at one of the 1,729 cutoffs in the Full Sample, because of Allocation rule 2. Therefore, the columns with and without marginal subjects differ by 1,729 observations. The RD estimates have been obtained with Local Linear Regressions using a uniform kernel and the optimal bandwidth from Calonico et al. (2014). The NP estimators are the sample analog of the Normalizing and Pooling estimands in equations (26) and (32), depending on whether marginal subjects are included in the sample or not. The SFE estimators are the sample analog of the Site Fixed Effect estimand in equation (35) with the weights for Allocation Rule (2) described in Section 5. The SYM and the SPLIT estimators are the sample analogs of the estimands described in Section 6. The RK estimators are the sample analog of the Rank Distance estimands described in equation (56). The last column reports the estimate that we obtain in the Full Sample with the parametric SFE estimator (without marginal subjects) used by PEU in the first column of Panel B in Table 4 of their paper.
Table 3: Sufficient condition for the efficiency of SFE with respect to NP, without marginal subjects, at different sample sizes

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2%</td>
<td>5%</td>
<td>10%</td>
<td>25%</td>
<td>50%</td>
<td>100%</td>
</tr>
<tr>
<td>LHS of sufficient condition (46)</td>
<td>0.57</td>
<td>0.52</td>
<td>0.50</td>
<td>0.48</td>
<td>0.48</td>
<td>0.47</td>
</tr>
<tr>
<td>RHS of sufficient condition (46)</td>
<td>0.12</td>
<td>0.09</td>
<td>0.05</td>
<td>0.02</td>
<td>0.01</td>
<td>0.006</td>
</tr>
<tr>
<td>NP Estimates</td>
<td>0.009</td>
<td>-0.035</td>
<td>-0.019</td>
<td>0.002</td>
<td>0.018</td>
<td>0.025</td>
</tr>
<tr>
<td>NP Standard error</td>
<td>(0.053)</td>
<td>(0.036)</td>
<td>(0.022)</td>
<td>(0.012)</td>
<td>(0.008)</td>
<td>(0.008)</td>
</tr>
<tr>
<td>SFE Estimates</td>
<td>0.007</td>
<td>0.017</td>
<td>0.020</td>
<td>0.023</td>
<td>0.024</td>
<td>0.024</td>
</tr>
<tr>
<td>SFE Standard error</td>
<td>(0.034)</td>
<td>(0.021)</td>
<td>(0.016)</td>
<td>(0.008)</td>
<td>(0.005)</td>
<td>(0.006)</td>
</tr>
</tbody>
</table>

Notes: In the top panel, the table report the LHS and RHS of the sufficient condition (46) for the efficiency of SFE with respect to NP. Column [1]-[5] are for five reduced samples obtained from the Full Sample with the reduction procedure described in Section 8.2. Column 6 is for the Full Sample. The Full Sample has been constructed from the data of Pop-Eleches and Urquiola (2013) as described in Section 8.1. The bottom panel reports, for each selected sample, the corresponding NP and SFE estimates obtained without marginal subjects. For the Full Sample in column [6], these estimates are just replicated, for convenience of the reader, from columns [2] and [4] of Table 2, with their own standard errors clustered at the individual student level as in PEU. For the previous columns, we have first bootstrapped 100 reduced samples with replacement for each sample size. The estimates reported in the table are the averages of the 100 bootstrapped estimates for each sample size. The standard errors are the empirical standard deviations of the 100 bootstrapped estimates for each sample size. The full set of NP and SFE estimates without marginal subjects for all the reduced samples are plotted in the right panel of Figure 2, that will be described and discussed later.
In light of our theoretical analysis, neither of these conclusions may not hold at smaller sample sizes. As explained in Section 4, under Allocation rule 2 a necessary condition for the NP estimand to be “biased” is that there is heterogeneity across sites in the mean potential outcome of the treated at a cutoff, \( \mathbb{E}[Y_{ij}(1)|0,j] \), as well as heterogeneity in the weight of each site in the left open neighborhood of a cutoff, \( \frac{N_{ij}}{N_f} \).

The first two rows of Table 4 display the standard deviations of these quantities and confirm that such heterogeneity conditions hold in the Full Sample. In this case, the correlation between the two quantities indicates whether the size of the bias at smaller sample sizes might be quantitatively relevant. The third row shows that this correlation is indeed non-negligible, so we should expect a potentially important NP “bias” at smaller sample sizes, but not too small to eliminate the variability in the number of subjects per site.

As for the second conclusion, in principle sufficient condition \((46)\) for the efficiency of SFE with respect to NP may not hold in the reduced samples, even if it holds in the Full Sample. Indeed, when the overall sample size is small our strategy to oversample small sites may induce a large reduction of the intra-class correlation of the error term. We next explore how the different estimators perform at the smaller sample sizes obtained by reducing the PEU sample in the way described in Section 8.2.

### Table 4: Fundamentals of the bias components in the Full Sample

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD (( \mathbb{E}[Y_{ij}(1)</td>
<td>0,j] ))</td>
<td>Std. Dev. of mean potential outcome with treatment, at the cutoff</td>
</tr>
<tr>
<td>SD (( \frac{N_{ij}}{N_f} ))</td>
<td>Std. Dev. of relative site weight in ( O^- )</td>
<td>0.816</td>
</tr>
<tr>
<td>Corr [( \mathbb{E}[Y_{ij}(1)</td>
<td>0,j], \frac{N_{ij}}{N_f} )]</td>
<td>Correlation between mean potential outcome with treatment, at cutoff, and the relative site weight in ( O^- )</td>
</tr>
</tbody>
</table>

**Notes:** The statistics reported in the rows of this table have been computed in the Full Sample described in the text, that we have constructed with the original data of Pop-Eleches and Urquiola (2013). The optimal bandwidth for the calculation of these statistics is the one of the NP estimator including marginal subjects. The number of applicants is \( N = 1,238,418 \) and the number of sites is \( J = 1,729 \).
8.4 Estimates in the reduced samples

Figure 2 compares, at sample sizes that are smaller than the Full Sample, the NP and SFE estimation strategies. The horizontal axis measures the average number of subjects per site in the 22 reduced samples constructed with the procedure described in Section 8.2, which ranges between about 716 and 15. For each of these sample sizes, we bootstrapped 100 different samples, with replacement, and the vertical axis measures the average NP (triangle) and SFE (circle) estimates over these 100 bootstrap samples. The shaded areas in the figure describe the empirical 95% confidence intervals for each estimation strategy. When the number of subjects per site becomes smaller than 50, the 95% confidence interval of the NP estimate becomes so large that its representation distorts the scale of the figure. For this reason, the shaded areas for these NP confidence intervals at the three smallest sample sizes are not represented in this figure (as well as in those that follow in this section), an issue that does not arise for the more precise SFE estimator.

In the figure’s left panel, the marginal subjects located exactly at each cutoff are included in the analysis. The SFE estimates (circles) are quite stable at a value of about 0.02 for all sample sizes larger than 100 subjects per site. This is about the same value obtained with the SFE estimator in the Full Sample (see column 3 of Table 2). In this range, the fraction of “Panda” sites is relatively low (see Table 1) and so the corresponding samples are roughly randomly selected from the Full Sample. It is therefore not surprising that the unbiased SFE estimator produces stable estimates in this range.

When the number of subjects per site falls below 50, the fraction of “Panda” sites increases substantially, becoming as high as 42.5% in the smallest sample (15 applicants per site; see Table 1). In this range of sample sizes, there is no reason to expect the treatment effect to be the same as the one estimated in the Full Sample, because these samples are not randomly smaller versions of the Full Sample. Indeed the SFE estimates decline to about 0.007 in the smallest sample.

The vertical difference between the SFE (circle) and the NP (triangle) estimates at each given sample size displayed in the left panel of Figure 2 is a measure of the “bias” of the

---

22The Online Appendix reports analogous figures in which the confidence intervals are obtained with the asymptotic approximation. The two approaches deliver very similar results.
Notes: This figure displays, for the reduced samples, the NP estimates (triangles) and the corresponding SFE estimates (circles) of the effect of being admitted to a higher-achievement high school in Romania on the grade of the Baccalaureate exam. All estimates are non-parametric, sharp RD. In the left panel marginal subjects (i.e., subjects located exactly at the cutoff), are included, while in the right panel they are dropped. The NP estimators are the sample analog of the Normalizing and Pooling estimand in equations (26) and (32), depending on whether marginal subjects are included or not. The SFE estimators are the sample analog of the Site Fixed Effects estimand in equation (35) with the weights for Allocation Rule 2 described in Section 5. The reduced samples have been obtained from the Full Sample constructed from the original data of Pop-Eleches and Urquiola (2013), with the procedure described in Sections 8.1 and 8.2. The RD estimates have been obtained with Local Linear Regressions using a triangular kernel and the optimal bandwidth from Calonico et al. (2014). The bandwidth for the SFE estimator is the same as the optimal bandwidth for the corresponding NP estimator. For each estimator, the shaded areas describe the 95% empirical confidence intervals of the estimates. To construct these confidence intervals we have first bootstrapped 100 samples with replacement for each reduced sample size. The boundaries of the 95% confidence intervals have then been set equal to the corresponding appropriate percentiles of the distribution of the 100 bootstrapped estimates.

NP estimand when marginal subjects are included. Note that, as in Table 2, to make the NP and the SFE strategies directly comparable, the SFE estimates have been obtained with the optimal bandwidth of the NP estimate, as computed by the Calonico et al. (2017) code. This “bias”, which is already sizeable in the Full Sample becomes even larger in absolute value at smaller sample sizes until the number of subjects per site is about 40. When the sample is further reduced, the absolute size of the “bias” declines (because of the reduced between-site variability in local size). However, at these small sample sizes the sampling variability of the NP estimator (not visible in the figure) increases dramatically.
To better understand the pattern of the “bias” (first increasing and then decreasing), recall that the reduction of the number of subjects per site increases the absolute size of the “bias” (conditional on the heterogeneity of sites with respect to their weight) but also reduces the heterogeneity of sites with respect to their weight because of the increasing fraction of “Panda” sites. This second effect, which in our application is quite important below 40 subjects per site, contributes to reducing the size of the “bias”. However, researchers working in this range of small sample sizes – where site heterogeneity is necessarily limited – should not feel safe in using the NP estimator that includes marginal subjects, because this estimator is so imprecise that its estimates can take very different values.

The right panel of Figure 2 compares the NP and the SFE strategies when the marginal subjects located at each cutoff are excluded from the analysis. Dropping marginal subjects clearly helps reducing the absolute size of the “bias” at all sample sizes, but the qualitative pattern is the same. The NP point estimates turns from positive to negative when the number of subjects per site decreases below about 140. The “bias” is negative and grows in size until the number of subjects per site is reduced to about 50. Further sample reductions lead to a smaller “bias” because of the greater homogeneity in the numbers of subjects across sites, but the NP estimator remains very imprecise also at very small sample sizes.

Thus, even if dropping marginal subjects helps reducing the NP “bias”, it does not eliminate it at intermediate values of applicants per site (see Section 4.2); moreover, the SFE estimates are considerably more precise (see Section 5.2). To better assess this precision gain, Table 3 reports for a subset of reduced samples, the values of the LHS and RHS of sufficient condition (46) in these samples. The table also reports the corresponding NP and SFE estimates obtained without marginal subjects. The standard errors are the empirical standard deviations of the 100 bootstrapped estimates for each sample size. The LHS of (46) grows from 0.47 to 0.57 when sample size declines from 100% to 2% of the Full Sample. These values are considerably larger than the corresponding ones for the RHS, which approaches its theoretical maximum of 0.125 (see Section 5.2) in the case of the smallest sample size. Here the average number of subjects included in the optimal bandwidth is about 4, so the condition is always satisfied and the SFE standard errors are always smaller than the NP ones. The gap in precision increases with the reduction of the sample size.
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Figure 3: Estimates based on redefining the cutoff vs Site Fixed Effects (SFE) estimates

Notes: The left panel of this figure displays the SYM estimates (triangles) and the corresponding SFE estimates (circles) in the reduced samples. The right panel displays instead the SPLIT estimates (triangles) and the corresponding SFE estimates (circles) in the reduced samples. All estimates are for the effect of being admitted to a higher-achievement high school in Romania on the grade of the Baccalaureate exam, and are non-parametric, sharp RD. The SYM and the SPLIT estimators are the sample analogs of the estimands described in Section 6. The SFE estimators are the sample analog of the Site Fixed Effect estimand in equation (35) with the weights for Allocation Rule 2 described in Section 5. In both panels marginal subjects (i.e., subjects located exactly at the cutoff), are included. The reduced samples have been obtained from the Full Sample constructed with the original data of Pop-Eleches and Urquiola (2013), with the procedure described in Sections 8.1 and 8.2. The RD estimates have been obtained with Local Linear Regressions using a triangular kernel and the optimal bandwidth from Calonico et al. (2014). The bandwidth for the SFE estimator is the same as the optimal bandwidth for the corresponding SYM or SPLIT estimator. For each estimator, the shaded areas describe the 95% empirical confidence intervals of the estimates. To construct these confidence intervals we have first bootstrapped 100 samples with replacement for each reduced sample size. The boundaries of the 95% confidence intervals have then been set equal to the corresponding appropriate percentiles of the distribution of the 100 bootstrapped estimates.

The SYM and SPLIT estimators, based on re-defining the cutoff (see Section 6), are compared with their SFE counterparts in Figure 3. Also in these cases, to make the two solutions directly comparable, the SFE estimates have been obtained with the same optimal bandwidth of the corresponding competing estimators. Interestingly, for both estimators the “bias” with respect to SFE is positive, in contrast with the negative NP “bias”. The left panel of this figure describes the performance of the SYM estimator based on redefining the cutoff that is relevant for the treated (resp. non-treated) as the score of the marginally non-treated (resp. treated). This estimator performs remarkably well in terms of “bias” but
is less precise than the corresponding SFE, particularly at small sample sizes. When instead the cutoff is set at half the distance between the scores of the last treated and the first non-treated observations (SPLIT), the estimator performs less well in general and particularly when the number of subjects per site is smaller than about 100. Again, at all sample sizes this estimator is considerably less precise than its SFE counterpart.

Figure 4: Rank distance (RK) and corresponding Site Fixed Effects (SFE) estimates

Notes: This figure displays the RK estimates (triangles) and the SFE estimates (circles) of the corresponding NP estimator (see Figure 2) in the reduced samples. All estimates are for the effect of being admitted to a higher-achievement high school in Romania on the grade of the Baccalaureate exam. In the left panel marginal subjects (i.e., subjects located exactly at the cutoff), are included, while in the right panel they are dropped. All estimates are non-parametric, sharp RD. The RK estimators are the sample analog of the Rank Distance estimands described in equation (56). The SFE estimators are the sample analog of the Site Fixed Effect estimand in equation (35) with the weights for Allocation Rule 2 described in Section 5. The reduced samples have been obtained from the Full Sample constructed with the original data of Pop-Eleches and Urquiola (2013), with the procedure described in Sections 8.1 and 8.2. The RD estimates have been obtained with Local Linear Regressions using a triangular kernel and the optimal bandwidth from Calonico et al. (2014). The bandwidth for the SFE estimator is the same as the optimal bandwidth for the corresponding NP estimators. For each estimator, the shaded areas describe the 95% empirical confidence intervals of the estimates. To construct these confidence intervals we have first bootstrapped 100 samples with replacement for each reduced sample size. The boundaries of the 95% confidence intervals have then been set equal to the corresponding appropriate percentiles of the distribution of the 100 bootstrapped estimates.

Figure 4 considers the estimators based on defining the running variable in terms of ranks (RK). Since the metric of the running variable is now different, for SFE we use the optimal bandwidth of the NP estimator. That is, we compare the RK estimators (with and without
marginal subjects) with the SFE estimators that we have used as counterparts of the NP estimators. Note that the range of values on the vertical axis is considerably larger than in previous figures and so although the graphic display may suggest that the bias of these estimators is small (at least at large sample sizes) in fact it is always sizable. At the small sample sizes that are more typical in the literature (i.e., below 200 subjects per site) the bias is huge.

Finally, Figure 5 compares all the four SFE estimators that have been displayed in the previous figures. Note that they differ only in the value of the bandwidth. This comparison is instructive because it shows that, at any sample size, the SFE estimator generates very similar estimates, which are therefore robust to the choice of alternative bandwidths. It also shows that these solutions are similarly very precise.

Figure 5: Comparison of the Site Fixed Effects (SFE) estimates

Notes: This figure displays the four non-parametric SFE estimates in the reduced samples corresponding to the two NP, the SYM and the SPLIT estimators displayed in previous figures 2–4. All estimates are for the effect of being admitted to a higher-achievement high school in Romania on the grade of the Baccalaureate exam. Marginal subjects (i.e., subjects located exactly at the cutoff), are dropped only for the NP estimator that excludes them. All the SFE estimators are the sample analogs of the Site Fixed Effect estimand in equation (35) with the weights for Allocation Rule 2 described in Section 5. They differ because of the optimal bandwidths that are set equal to those of the corresponding NP, SYM or SPLIT estimators. The reduced samples have been obtained from the Full Sample constructed with the original data of Pop-Eleches and Urquiola (2013), with the procedure described in Sections 8.1 and 8.2. The RD estimates have been obtained with Local Linear Regressions using a uniform kernel and the optimal bandwidth from Calonico et al. (2014). For each estimator, the shaded areas describe the 95% empirical confidence intervals of the estimates. To construct these confidence intervals we have first bootstrapped 100 samples with replacement for each reduced sample size. The boundaries of the 95% confidence intervals have then been set equal to the corresponding appropriate percentiles of the distribution of the 100 bootstrapped estimates.
9 Conclusions: drawing lessons for the practitioner

The first implication of Allocation rule 2 is that at the outset of a multi-cutoff research project a practitioner would detect a point discontinuity in the empirical density of the running variable at the NP cutoff, which is induced by the marginal subjects located exactly at the cutoff. Following PEU’s analysis, we report in Figure 6 this density, estimated using the survey sample for the 2005-2007 admission cohorts. The right panel excludes applicants who are at zero distance from the cutoff, and coincides with Figure A.7 in the Online Appendix of PEU. In this case, as the authors report, the McCrary (2008) test does not detect a significant discontinuity (the log difference in height is 0.074, s.e. 0.058). The left panel shows instead that if marginal subjects are included in the sample, then the density exhibits a visible and significant discontinuity (here the log difference in height is 0.230, s.e. 0.054).

Figure 6: Density in Pop-Eleches and Urquiola’s (2013) survey data

Notes: The figure shows the density of the running variable after normalizing and pooling all cutoffs, using the survey sample for the 2005-2007 admission cohorts in Pop-Eleches and Urquiola (2013) – a total of 11,931 observations. The density in the left panel uses all observations. The density in the right panel excludes 93 observations located exactly at the cutoff, and coincides (up to bandwidth) with Figure A.7 in the Online Appendix to Pop-Eleches and Urquiola (2013). The size of circles is proportional to the number of observations in each bin, and the fit is obtained from Local Linear Regressions on each side of the cutoff, using a uniform kernel and optimal bandwidth from Calonico et al. (2014).

It is possible that the observation of such a “jump” discourages the practitioner from continuing the project. However, this discontinuity should not be perceived as a problem
as long as potential outcomes are continuous at each cutoff, which is the case in PEU.\footnote{See Hahn et al. (2001) and Choi and Lee (2019).} When facing this situation, the researcher should adopt one of the empirical strategies that we have shown to be effective in bypassing the problem, most notably the SFE strategy. At the same time, the researcher should be aware that simply dropping the marginal subjects located at the cutoff may not be a solution because, even if it restores the continuity of the density as shown in the right panel of Figure 6, it does not always solve the identification problem described in Section 4.2. This failure is for example evident for the NP estimator in the right panel of Figure 2.

In order to illustrate these results more clearly, our analysis has introduced several simplifications in the original PEU data. In these final remarks we clarify that these simplifications do not preclude the generality of our results and we discuss what practitioners should do in relation to these issues. For example, we have dropped from the PEU sample all the sites that did not display rationing, while, typically, the practitioner will have data in which some sites may feature no rationing (see Section 8.1). Moreover, even in the absence of sites without rationing, it may happen that some sites do not have subjects on one side of the cutoffs within the bandwidth (and specifically below the cutoff under Allocation rule 2). The NP estimator uses all sites to compute the above and below average outcomes, including sites in which no proper counterfactual comparison for the treated units is possible. SFE instead forces the analyst to use only sites with observations locally on both sides, i.e. the only sites in which the identification of the treatment effect is feasible.

We have also eliminated ties from the PEU data set by adding a tiny noise to the running variable (see again Section 8.1). Also in this case the practitioner will instead most likely face multi-cutoff settings with Allocation Rule 2 and ties in the running variable. It is easy to see, from the definition of the estimators in Sections 4 and 5, that ties away from the cutoff pose no problem to any of the estimators that we have considered. Ties are instead potentially more problematic for the comparison of estimators with and without marginal subjects if they are located exactly at the cutoff. Again, in order not to distort the comparison between these estimators, we have eliminated ties but in practice their presence does not change in any important way our analysis. The SFE estimator remains the safest option in the
presence of ties at the cutoff.

Finally, in the comparison between each estimator and its SFE counterpart, we have forced the SFE bandwidth to be the same as the focal estimator. But what is the optimal bandwidth that a practitioner should use to adopt the SFE strategy independently of other options? To our knowledge, there is no theory to select an optimal bandwidth for the SFE estimator in the context that we study. Hence, the safe empirical strategy is to check the robustness of SFE to alternative choices of the bandwidth, as we do in Figure 5.

Summing up, we have compared in this paper the performance of different estimators in RD designs with multiple cutoffs in which a marginally exposed subject is located exactly at each cutoff. This occurs whenever a fixed number of treatment slots is allocated starting from the subject with the highest (or lowest) value of the score, until exhaustion. Our theoretical analysis, illustrated with the data of Pop-Eleches and Urquiola (2013), suggests that a fixed effect estimation strategy is by far the safest option and it is also likely to be more precise.
# Appendix

Table A–1: Multi-cutoff RD studies that feature one subject located at each cutoff

<table>
<thead>
<tr>
<th>Paper</th>
<th>Field</th>
<th>Sites</th>
<th>N sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goodman (2008)</td>
<td>Education</td>
<td>School district/Year</td>
<td>867</td>
</tr>
<tr>
<td>Kane (2003)</td>
<td>Education</td>
<td>Grant Rank/Year</td>
<td>4</td>
</tr>
<tr>
<td>Klasnja (2015)</td>
<td>Pol. Sci.</td>
<td>Election/City</td>
<td>≈9,000</td>
</tr>
</tbody>
</table>

B. Additional references:

<table>
<thead>
<tr>
<th>Paper</th>
<th>Field</th>
<th>Sites</th>
<th>N sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abdulkadiroglu, Angrist and Pathak (2014)</td>
<td>Education</td>
<td>School/Year</td>
<td>12-30</td>
</tr>
<tr>
<td>Bedoya, Gonzaga, Herrera and Espinoza (2019)</td>
<td>Education</td>
<td>School</td>
<td>482</td>
</tr>
<tr>
<td>Black, Galdo and Smith (2007)</td>
<td>Labor</td>
<td>Empl. office/Week</td>
<td>1,107</td>
</tr>
<tr>
<td>Cohodes and Goodman (2014)</td>
<td>Education</td>
<td>School district/Year</td>
<td>1,156</td>
</tr>
<tr>
<td>David, Smith-McLallen and Ukert (2019)</td>
<td>Health</td>
<td>Outreach wave</td>
<td>10</td>
</tr>
<tr>
<td>Estrada and Gignoux (2017)</td>
<td>Education</td>
<td>School</td>
<td>634</td>
</tr>
<tr>
<td>Kirkeboen, Leuven and Mogstad (2016)</td>
<td>Education</td>
<td>University track/Year</td>
<td>3,360</td>
</tr>
<tr>
<td>Francis-Tan and Tannuri-Pianto (2018)</td>
<td>Education</td>
<td>University track</td>
<td>318</td>
</tr>
<tr>
<td>Fort, Ichino and Zanella (2020)</td>
<td>Education</td>
<td>Daycare program</td>
<td>546</td>
</tr>
<tr>
<td>McEachin, Domina and Penner (2020)</td>
<td>Education</td>
<td>School/Year</td>
<td>753</td>
</tr>
<tr>
<td>Pop-Eleches and Urquíola (2013)</td>
<td>Education</td>
<td>School/Year</td>
<td>1,984</td>
</tr>
<tr>
<td>Wu, Wei, Zhang and Zhou (2019)</td>
<td>Education</td>
<td>School/Year</td>
<td>8</td>
</tr>
</tbody>
</table>

Notes: The table lists recent papers in the Regression Discontinuity (RD) literature featuring multiple thresholds and where the design implies that each threshold is the value of the running variable for a marginal subject exposed to the treatment, so that there is at least one observation located exactly at each cutoff. Panel A lists papers already reviewed in Cattaneo et al. (2016). Panel B is our update of their review. Following Cattaneo et al. (2016) we use Many to refer “to examples based on vote shares, where the cutoff is a continuous random variable; in these cases, the number of cutoffs is related to the number of effective parties”.
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