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Fertility has a strong biological component generally ignored by economists. Using the 

UK Biobank, we analyze the extent to which genes, proxied by polygenic scores, and the 

environment, proxied by early exposure to the contraceptive pill diffusion, affect age at 

first sexual intercourse, age at first birth, completed family size, and childlessness. Both 

genes and environment exert substantial influences on all outcomes. The anticipation of 

sexual debut and the postponement of motherhood led by the diffusion of the pill are 

magnified by gene-environment interactions, while the decline in family size and the rise 

in childlessness associated with female emancipation are attenuated by gene-environment 

effects. The nature-nurture interplay becomes stronger in more egalitarian environments 

that empower women, allowing genes to express themselves more fully. These conclusions 

are confirmed by heterogenous effects across the distributions of genetic susceptibilities and 

exposure to environmental risks, sister fixed effects models, mother-daughter comparisons, 

and counterfactual simulations.
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In bringing economics to bear on procreation and children,
a new dialogue between data and theory has begun.

Theodore W. Schultz (1973, p. S2)

1. Introduction

Understanding fertility decisions has been at the center of economic research since the 1960s. Funda-
mental to this scientific endeavor are the pioneering contributions by Becker (1960, 1964, 1965, 1973,
1981/1991), Schultz (1963, 1973), Becker and Lewis (1973), Ben-Porath (1973), Willis (1973), and
Heckman and Willis (1976).1 Such contributions have paved the way to the analysis of some of the
most profound transformations observed over the last 100 years linking fertility to female education,
life cycle labor supply and wages, improvements in home production technology, child health and
well-being, economic growth, and female empowerment (e.g., Barro and Becker, 1989; Becker et al.,
1990; Heckman and Walker, 1990; Browning, 1992; Galor and Weil, 2000; Goldin and Katz, 2002;
de la Croix and Doepke, 2003; Greenwood et al., 2005; Fernández and Fogli, 2009; Eckstein et al.,
2019).2 As a result, timing of childbirth, completed family size, and teenage childbearing have been
the focus of a substantial body of work in economics and other cognate social sciences.3 Although
many of these studies hinted at the relevance of genetic endowments to reproductive fitness, none
of them explicitly examined the interplay of genetic markers and socioeconomic factors in shaping
female fertility behavior. Ours is the first paper that does this, integrating sociogenomics into the
economics of fertility.

Most of what we know that relates human genetics to fertility behavior is based on noneconomic
heritability studies, which typically use twins data to decompose cross-sectional variation in observed
outcomes into unobservable genetic and environmental components (e.g., Kohler et al., 1999; Tropf
et al., 2015). These additive nature-and-nurture models, however, do not tell us much about how
genes are associated with fertility behavior, other than supplying an estimate of the proportion
of variation in a phenotype (either a morphological and physiological trait, or the outcome of a
decision) that is attributable to genetic differences. Moreover, by suppressing the role played by
genes, heritability studies cannot go beyond the nature versus nurture distinction, which is known
to oversimplify, and mischaracterize our understanding of, behavior (Heckman, 2007; Kong et al.,
2018; Houmark et al., 2020).

Bringing behavioral genetics fully into the economics of fertility, therefore, is vital for two key
reasons, which underpin our main contributions. First, it offers us the missing link, so far absent
in the social science literatures, between fertility phenotypes and the environment in which such
phenotypes are observed. Leveraging unprecedented advances in molecular genetics, we measure
genotypes (genetic endowments) and model their relationship jointly with socioeconomic influences
on behavior. This informs us on the extent to which genes mediate the impact of the environment

1Malthus’s (1798) theory of population change was highly influential to understand the relationship between fertility
and economic growth. But — as noted by Becker (1981, p. 2) — economists hardly noticed the family and fertility
issues prior to the 1950s.

2A comprehensive coverage of all these strands of the literature is beyond the scope of this paper.
3See, among others, the important reviews by Montgomery and Trussell (1986), Hotz et al. (1997), Balbo et al.

(2013), and Esping-Andersen and Billari (2015).
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on fertility decisions or, equivalently, how the environment modifies genetic influences. Our mea-
sure of genetic endowment is given by specific genetic variants, which predict fertility phenotypes
and are summarized by a linear index known as polygenic score (PGS). PGSs are obtained from
genome-wide association studies using the UK Biobank, which is one of the largest publicly avail-
able genomic resources in the world. To provide a comprehensive picture of women’s decisions over
their reproductive life cycle, for the first time, we analyze four outcomes (i.e., age at first sexual
intercourse, age at first birth, completed family size, and childlessness), for each one of which we
construct different polygenic scores.4

Second, the integration of sociogenomics into the economics of fertility enables us to break
new grounds in understanding how fertility outcomes are shaped by gene-environment interactions,
which represent one natural mechanism that goes beyond the nature-nurture dichotomy. There are
currently a few different hypotheses to understand this interplay, most of which have been rarely
tested and never applied to fertility.5 A standard problem faced by this line of research is an
inconsistent measurement of environmental exposure which is likely to pick up nonexogenous shocks
at the individual level, such as parental socioeconomic status, parenting quality, or stressful life
events. To minimize this problem, we move away from individually based environmental influences
and focus instead on measures at a more aggregate geographic level that are likely to be relevant
to female fertility. One of such measures is given by the diffusion of the birth control pill in the
local area where women grew up. By lowering the costs of engaging in long-term career investments,
access to the pill has been shown to be an important trigger of gender-egalitarian norms (Goldin
and Katz, 2002).6 With women born between the late 1930s and the late 1960s, the UK Biobank
offers a sample with abundant cross-cohort variation in such norms.

Our perspective on the role of gene-environment interactions is thus in the spirit of a social
control mechanism, according to which genetic influences are mediated by structural constraints,
societal contexts, norms, and — more broadly — culture (Shanahan and Hofer, 2005; Guiso et al.,
2006; Bisin and Verdier, 2011; Boelmann et al., 2021). Social norms, such as those shaped by the pill
revolution, are expected to channel genetic influences into fertility behavior, either magnifying or
mitigating their impacts on outcomes.7 Evolving more rapidly than genes, culture can create novel
environments that expose genes to new selective pressures and adaptations (Richerson et al., 2010),

4For the sake of space concerns, we do not analyze teenage fertility. Preliminary work suggests that essentially
all our benchmark findings carry through this additional outcome. This analysis and its results are left for another
paper.

5For up-to-date summaries, see Conley and Fletcher (2017) and Mills and Tropf (2020).
6Female emancipation may have been facilitated by forces other than the pill, including the legalization of abortion

(Myers, 2017) and the rise of feminism (Goldin and Katz, 2002). Demand-side factors, such as equal pay and sex
discrimination legislations, may have also played a crucial role in promoting mothers’ labor force participation and
empowerment (Coles and Francesconi, 2019). Our focus on the contraceptive pill is not meant to favor one factor over
another, and it is in part constrained by data availability. Whenever possible, we check for robustness using other
proxies.

7Two alternative approaches of looking at gene-environment interactions have been proposed. One is given by the
contextual triggering (or diathesis-stress) model, which hinges on the idea that a predisposition for a trait lies dormant
until triggered by an environmental stressor, e.g., the death of a spouse (Caspi et al., 2002; Domingue et al. 2017).
The other is offered by the differential susceptibility model, according to which plasticity is highly heterogeneous, with
some individuals being genetically more susceptible to both positive and negative environments and others remaining
resilient across all situations (Belsky and Pluess, 2009).
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which may enhance or inhibit female reproductive fitness. The association of genetic influences on
fertility outcomes can be viewed as an index of selective success of genetic predispositions, such as the
innate capabilities to produce and care for offspring, sexual desire, fecundity, and attractiveness. To
the extent that social norms tolerant of (or encouraging) pill usage lead to an increase in successful
selection of women having sex earlier and postponing births, the influence exerted by genes is likely
to be higher in areas and times with greater pill diffusion. An environment that fosters the utilization
of the contraceptive pill will then enable women’s genetic potential to unfold.8

Using data from the UK Biobank, we show that each of the outcome-specific polygenic scores
plays a substantial and statistically significant role in explaining the four fertility outcomes under
study, contributing to 20–40% of the observed total variance across traits. Women with larger
genetic endowments have higher ages at first sex and first birth, have more children, and face lower
chances of being childless by age 45 or more. Our measure of the external environmental risk is as
important in affecting fertility phenotypes as the polygenic scores are. A greater exposure to the
contraceptive pill is significantly associated with an anticipation of sexual debut, a postponement of
motherhood, a smaller family size, and a greater chance of childlessness.

Importantly, our gene-environment interaction estimates suggest that the environment plays
a key role in the manifestation of genetic influences on fertility. Both the anticipation of sexual
initiation and the postponement of motherhood led by the diffusion of the pill are reinforced by
gene-environment interactions. Conversely, the reduction in family size and the rise in childlessness
associated with greater pill usage are attenuated by the way in which the polygenic scores interact
with the rise of gender-egalitarian norms. Upholding the social control mechanism with which we
interpret the gene-environment interplay, these estimates indicate that genetic influences on fertility
are most relevant when social norms allow a broad range of life-course alternatives. Several sensitivity
exercises confirm these baseline results.

Focusing on a subsample of sisters and controlling for family fixed effects lead to similar conclu-
sions. Genetic endowments continue to express themselves more powerfully when the environment
is conducive to female empowerment, even if both genes and environment (not only external but
also internal to the family of origin) shared by sisters are more homogenous than in the general
population. Mother-daughter comparisons are performed on a much smaller sample with potential
issues of statistical power. Despite this, they reveal evidence that is consistent with the notion of “ge-
netic nurture” (Kong et al., 2018), according to which fertility outcomes are shaped by intra-family
environmental conditions as well as parental genotypes that are not genetically transmitted from
parents to daughters. Genetic nurturing is thus one possible way in which gene-environment interac-
tions operate within the family, expressing themselves through internal socialization and intrafamily
cultural transmission.

Finally, counterfactual simulations provide clear evidence that the impact of the external environ-
ment on the evolution of outcomes is substantial in a world populated by women who are genetically
identical. Conversely, in a gender egalitarian world where all women face the maximum exposure

8For similar insights, albeit in different contexts, see Turkheimer et al. (2003), Rimfeld et al. (2018), and Engzell
and Tropf (2019).
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to pill usage, we observe only small differences in outcomes across cohorts but large cross-sectional
(within-cohort) variation driven by different genetic endowments. Not only do gene-environment
interactions have impacts on fertility outcomes that differ by the intensity of women’s genetic sus-
ceptibilities, but they also express themselves more sharply when the environmental conditions offer
women a broad range of opportunities, which complement their genetic predisposition.

Related Literature — Most of the economic literature focuses on either completed family size, age
at first birth, or teenage and nonmarital childbearing (Montgomery and Trussell, 1986; Hotz et al.,
1997). More recently, childlessness has also drawn attention (e.g., Baudin et al., 2015). The original
child quantity-quality theory elaborated by Becker (1960, 1981) and Becker and Lewis (1973) has
been applied to interpret the historical fertility transition, which took place in most of Europe and
North America between the late eighteenth and early twentieth centuries (Guinnane, 2011), as well
as more recent demographic trends (Bailey and Hershbein, 2018). This same framework has been
modified to investigate the economic consequences of fertility at the micro level with a wide variety
of data and research designs (e.g., Mincer and Polachek, 1974; Weiss and Gronau, 1981; Moffitt,
1984; Wolpin, 1984; Hotz and Miller, 1988; Eckstein and Wolpin, 1989; Heckman and Walker, 1990;
Bronars and Grogger, 1995; Francesconi, 2002; Lundborg et al., 2017; Adda et al., 2017). None
of these studies, however, embeds sociogenomic considerations in their investigations. Our work
contributes to this strand by incorporating genetic measures directly into the analysis.

Another important literature stems from the demographic and sociological research. A distinctive
feature of this strand is its emphasis on the role played by the development of individualistic life-
style orientations, which may explain the fertility decline after the post-World War II baby boom
(Hakim, 2000; Lesthaeghe, 2010), and the emergence of gender-egalitarian family norms, which may
explain a possible reversal of trends in fertility patterns in more recent years in some advanced
economies (Myrskylä et al., 2009; Goldscheider et al., 2015; Esping-Andersen and Billari, 2015).
Our work speaks to these contributions by recognizing the importance of social norms in shaping
fertility behavior and, in particular, the interplay between genes and environmental influences. We
use the diffusion of the contraceptive pill as our main measure of norms concerning women’s role in
the family and the labor market, and reflecting female empowerment.

A final strand of research relevant to ours is represented by the burgeoning social science liter-
ature that uses polygenic scores to identify gene-environment interactions. Most of this literature
focuses on education, wealth, and health, and uses polygenic scores for either educational attainment,
smoking, or body mass index. Some of the most significant studies include Barcellos et al. (2018,
2021), Trejo et al. (2018), Wedow et al. (2018), Bierut et al. (2018), Barth et al. (2020), Breinholt
and Conley (2020), Papageorge and Thom (2020), Houmark et al. (2020), Ronda et al. (2020), Biroli
and Zwyssig (2021), and Bolyard and Savelyev (2021). For instance, Barcellos et al. (2018) show
that genes moderate the effect of education on health, whereby education-driven improvements in
health (e.g., healthy body size) are larger for individuals with high genetic predisposition to obesity.
Confirming for Denmark the results found for the US by Papageorge and Thom (2020), Houmark
et al. (2020) demonstrate that the educational returns to genetic endowments are attenuated by
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childhood disadvantage: children who experience childhood disadvantage are thus unable to real-
ize their full educational potential. Trejo et al. (2018) find that genetic associations with college
completion are moderated by school-level socioeconomic status. Barth et al. (2020) document that
the PGS for educational attainment is more strongly related to wealth among individuals who have
greater autonomy over their financial decisions, whereby those with lower educational genetic en-
dowments may benefit from outsourcing their investment decisions.9 We contribute to this literature
by expanding the analysis to fertility outcomes and looking for the first time at how fertility related
genetic endowments interact with cultural norms.

The remainder of the paper is organised as follows. Section 2 introduces basic concepts of
molecular genetics and the main genetic quantities used in our study. Section 3 presents the data and
descriptive analysis, while Section 4 explains our conceptual framework and empirical specifications.
Section 5 discusses the baseline results on the relationship linking polygenic scores, environmental
measures, and their interactions to each of the fertility outcomes. It also reports the evidence
from several sensitivity checks. Section 6 explores the role played by gene-environment interactions
looking at the extent of heterogeneity across the distribution of genetic susceptibilities, and across
the distribution of exposure to environmental risks. It also presents and discusses the results from
sister fixed effects models and mother-daughter comparisons, and evaluates some stark counterfactual
simulations. Section 7 concludes.

2. Genetic Data: Basic Concepts and Limitations

We start by discussing some basic notions of molecular genetics needed to understand the con-
struction of the measures of genetic endowment used in this paper.10 We then outline some of the
advantages and challenges posed by this method and summarize a few critical issues of interpretation.

2.1 The Human Genome

The human genome is composed of approximately 3 billion nucleotide pairs spread out over 23
chromosomes containing the instructions for synthesizing proteins and how to build and regulate all
the biological functions in the body. For about 99% of locations in the genome, there is no variation
across individuals. At the remaining genetic addresses (less than 1%), the nucleotide pair may differ
across individuals. Diversity is the result of molecular differences in the genetic make-up transmitted
via meiosis from parents to offspring.

Recent advances in molecular genetics and the big data revolution have made it possible and
relatively inexpensive to measure millions of such genetic variants (Conley and Fletcher, 2017). The
most common type of variation is known as single nucleotide polymorphism (SNP). SNPs occur
normally throughout an individual’s DNA and, on average, once in every 300 nucleotides. This

9Black et al. (2020) find instead little evidence of gene-environment interactions to explain the intergenerational
transmission of wealth. This work, however, uses a sample of adoptees and no genomic data. Using a subsample of
adoptees in the UK Biobank and polygenic scores to proxy genetic endowments, Cheesman et al. (2020) find strong
gene-environment influences on education. See also Plomin (2014).

10Related discussions are presented in Beauchamp et al. (2011), Benjamin et al. (2012), and Barth et al. (2020).
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means there are roughly 10 million SNPs in the human genome. Variation at a particular SNP
is measured by a count variable indicating how many copies of a particular base pair molecule an
individual possesses at that genetic location. Since individuals inherit two copies of each SNP, one
from each parent, there are three possible outcomes at each address: that is, an individual can have
either zero, one, or two copies of a specific variant.

An extensive body of current scientific research aims to identify which of these variants are
associated with behavioral outcomes or specific diseases. Genome-wide association studies (GWAS)
provide one tool for estimating such associations. Under the GWAS methodology, researchers scan
the entire genome for SNPs that are associated with a particular phenotype (trait or outcome). Most
GWAS find that phenotypes are generally regulated by multiple SNPs (Okbay et al., 2016; Barban
et al., 2016; Lee et al., 2018; Linnér et al., 2019). To simplify the statistical analysis and improve
predictive power, GWAS results are aggregated into polygenic scores, which are linear combinations
of the individual SNP count variables, weighted by their GWAS regression coefficients.

Before describing how polygenic scores are constructed, we discuss another parameter, heritabil-
ity, which has been often estimated by economists typically using samples of twins rather than genetic
data (e.g., Taubman, 1976; Behrman and Taubman 1989; Sacerdote, 2007; Fagereng et al., 2021).11

This should allow us to appreciate the genomic innovation in general, and the use of polygenic scores
in particular, more fully.

2.2 Heritability

As posited by most studies in this literature (see Mills et al., [2020] for a review), we assume that
a fertility phenotype, Y , is produced by a linear and additive combination of genetic factors, G,
and environmental inputs, E, i.e., Y = G + E. As it is commonly assumed that G and E are
uncorrelated across the population, the population variance of Y , �2

Y , can be written as: �2
Y =

�2
G + �2

E . Heritability is then defined as

h2 =
�2
G

�2
Y

,

that is, h2 measures the fraction of the variation in the outcome that is attributable to additive
genetic differences in the population. Heritability provides a useful summary description of the
genetic architecture of a phenotype, especially when different populations (or different subgroups
within a given population) are examined. Clearly, h2 is a population statistic which depends on
both genetic and nongenetic factors. Different populations may have different values of h2, even in
presence of identical G, because of changes in the nongenetic components. Until recently, estimation
of h2 has relied on closely related individuals, typically twins or siblings. A concern about such an
approach is that the expected relatedness between twins might be strongly correlated to similarity
in environmental factors (Goldberger, 1978).

Recent developments in molecular genetics, however, have allowed the estimation of the vari-
11See also the discussions by Goldberger (1979) and Manski (2011).
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ance explained by all SNPs identified in a GWAS among genetically unrelated individuals, called
SNP-based heritability, h2SNP. Intuitively, this new estimation method boils down to contrasting
the phenotypic similarity between unrelated individuals to their SNP-derived genetic similarity.
Following Yang et al. (2017), we shall estimate h2SNP using a mixed linear model, known as genomic-
relatedness-matrix restricted maximum likelihood (GREML), on a subsample of the genetic data
described in the next section. This is a subsample of unrelated individuals with only independent
SNPs (approximately 250,000 of the 800,000 genotyped). A key assumption of this approach is that,
among genetically unrelated individuals, environmental factors are uncorrelated with differences in
the degree of genetic relatedness. As a result, estimates of h2SNP are typically smaller than the her-
itability coefficients found from twins studies (e.g., Benjamin et al., 2012; Yang et al., 2017; Mills
et al., 2020). Since there is more random variation in the realized degree of genome sharing relative
to the expected degree when genetic relatedness declines (Hill and Weir, 2011), environmental con-
founding is less likely to affect the estimation of h2SNP, which is based on realized relatedness among
individuals whose expected relatedness is negligible.12

2.3 Polygenic Scores

While twins studies (and, more generally, all the existing studies of heritability) provide an estimate
of how much genetic factors collectively matter to explain the variation in a given outcome or trait,
they do not reveal which specific SNPs are relevant to that phenotype. This is precisely what GWAS
provide.

As mentioned earlier, GWAS regression coefficients are usually aggregated into polygenic scores.
A polygenic score (PGS) is constructed through a linear combination of several (possibly thousands
of) SNPs across the genome, weighting them by the strength of their association with a given
phenotype. A polygenic score is thus a single quantitative index that can be interpreted as a measure
of an individual’s genetic propensity toward the phenotype relative to the population. Formally, a
score for individual i is given by

PGSi =
JX

j=1

wjaij , (1)

where aij 2 {0, 1, 2} is the allele count for each SNP j, J is the total number of observable SNPs in
the data, and wj is a weight. A standard choice of weights is to use the association coefficients derived
from a GWAS. The most inclusive criterion is to include all the SNP associations from a GWAS,
weighting their contribution with their effect size. Because alleles are not randomly observed across
genetic addresses, their occurrence varies according to a block structure, called linkage disequilibrium
(Nei and Li, 1973). For this reason, PGSs are often calculated using only SNPs that are independent

12More details on GREML estimation are in Yang et al. (2011), which provides information on the publicly available
genome-wide complex trait analysis software used for this exercise. See also Benjamin et al. (2012). Such estimates
can still be biased if the environment shared by related individuals is more similar than that shared among unrelated
individuals (Young et al., 2018). In addition, since h2

SNP is based on genotyped and imputed genetic variants, it
underestimates the heritability contributed by rare or poorly tagged variants.
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from each other.13 Such independent SNPs are then used to calculate (1), avoiding the potential
bias due to oversampling DNA regions that are highly genotyped. The range of possible values that
a PGS can take will depend on the total number of SNPs J included in (1), and converges to a
normal distribution if the number of independent SNPs is sufficiently high. A common practise is
to standardize the score, by subtracting its mean and dividing it by its standard deviation.

Following (1), PGSs can be calculated as linear combinations of single allele scores derived from
existing GWAS studies. However, if the weights used for the calculation are derived from the same
study, the estimates are biased due to overfitting (Wray et al., 2013). To avoid this problem in
our analysis, we adopt a 10-fold cross-validation procedure. This requires us to partition the full
sample in 10 random groups, estimate genome-wide association coefficients for nine-tenths of the
sample, and then use them as weights, the wj ’s in (1), to calculate the PGS on the excluded one-
tenth. The same procedure is iterated for each of the other nine partitions until the whole sample
is covered. All the polygenic scores we construct are computed using the PRSice-2 procedure on a
set of independent genotyped SNPs. This procedure has been shown to have strong out-of-sample
prediction and perform better than other existing methods (Choi and O’Reilly, 2019).14

We construct three new scores for our four outcomes, that is, age at first sexual intercourse, age
at first birth, and completed fertility (which is used also for childlessness). These scores are based
on results from the most recent fertility GWAS, including Barban et al. (2016), Mathieson et al.
(2020), and Mills et al. (2021). Evidence presented in these studies implicates mechanisms related
to reproductive health, puberty timing, and evolutionary fitness in the biological pathways that link
the scores to fertility phenotypes. For example, Mills et al. (2021) find that the timing of age at first
sexual intercourse and age at first birth are mainly driven by the genetics of reproductive biology
and externalizing behaviour. This is supported by biological follow-up that isolates key genes related
to follicle stimulating hormones, implantation, infertility, morphogenesis, and binding.

Finally, we construct PGSs for two other phenotypes, which are used in the analysis. One is for
educational attainment, and is based on the most recent GWAS by Lee et al. (2018). The other is
for risk tolerance and risky behaviors, and is based on the work by Linnér et al. (2019).

2.4 Opportunities, Limitations, and Interpretation

Constructing polygenic scores with precise genomic information gives us an opportunity to step
outside the boundaries imposed by the nature versus nurture debate, which most of the heritability
research based on twins or siblings data has been constrained to. We shall return to this point in
Section 4.

There are also other specific advantages regarding the use of polygenic scores over single genetic
variants in our context. We emphasize three. First, since fertility traits and outcomes are known to
have some of the highest degrees of polygenicity of any complex phenotype reflecting the influence of
many different genes and consistent with a genetic architecture that may be influenced by negative

13To select independent SNPs, we use a procedure called clumping, which prevents that SNPs be highly correlated
in linkage disequilibrium terms (Choi et al., 2020).

14See <https://www.prsice.info/>. We refer to the study by Choi and O’Reilly (2019) for details.
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selection (Visscher et al., 2008; O’Connor et al., 2019; Mathieson et al., 2020), polygenic scores
acknowledge that each individual falls on a continuum of genetic predisposition which results from
small contributions of multiple genetic variants. By contrast, single variants can only be weak
predictors of any given fertility phenotype. Second, the utilization of a PGS permits us to be
agnostic about the precise biological processes underlying its corresponding phenotype, even when
this is likely to be determined by ‘distal’ genetic influences scattered across the entire genome (Belsky
and Israel, 2014).

Third, PGSs — whose use begins to spread among social scientists (e.g., Barcellos et al., 2018;
Papageorge and Thom, 2020; Barth et al., 2020; Papageorge et al., 2019; Houmark et al., 2020) —
enable us to credibly explore the interplay between genes and environment when the genetic impact
on a phenotype is modifiable by environmental influences or, vice versa, when the environmental
effect changes with genetic predisposition (e.g., Caspi et al., 2003; Eley et al., 2004; Pezawas et al.
2005; Rosenquist et al., 2015). While twins studies can only speculate on the role played by gene-
environment (G⇥E) interactions as suggested by Almond et al. (2018), analyses based on a single
candidate G⇥E approach are problematic as they have been shown to have very low statistical power
and extremely high false discovery rates (Duncan and Keller, 2011; Benjamin et al., 2012). Using
the entire distribution of genetic predisposition, the approach based on polygenic scores reduces the
extent of these shortcomings.

We also must draw attention to three important issues related to the use of fertility PGSs.15 First,
polygenic scores can explain only a small fraction of the observed variation in fertility outcomes,
especially when compared with heritability estimates based on twins data (Tropf et al., 2017). This
problem, also referred to as the ‘missing heritability’ puzzle (e.g., Manolio et al., 2009; Zuk et al.,
2012), is due to measurement error and is often linked to limited power to detect genetic variants
with small association sizes in genome-wide association studies, genetic variation that is not captured
by SNP-level differences, and failure to account for non-additive genetic effects. The presence of
measurement error is likely to lead to downward biased estimates of G and G⇥E, something we
shall come back to in Section 5. Although heritability estimates from twins studies are likely to
be upward biased as they control only for shared environmental factors (Felson, 2014), one cannot
draw definitive conclusions about the relative importance of genes versus environment in generating
fertility outcomes even with the use of polygenic scores. Instead, we reiterate the opportunity that
PGSs offer to estimate the size and directions of G⇥E effects (e.g., differences in gene-fertility
outcome gradients by environmental intensity), and explicitly identify the variants involved in such
interactions.

A second issue is that the PGSs we use have been constructed for samples of individuals of
European ancestry. Genetic similarity has been shown to be correlated with ancestral origin and
geographic proximity. Allele frequency differences between individuals in a given GWAS due to
systematic ancestry differences, or population stratification, may lead to spurious associations (e.g.,
Price et al., 2006; Beauchamp et al., 2011). This is why we restrict our focus on an ethnically

15See also the discussions in Papageorge and Thom (2020) and Barth et al. (2020).
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homogeneous population of individuals of European ancestry, and cannot generalize our findings to
individuals of non-European ancestry (e.g., Campbell et al., 2005; Martin et al., 2017). To adjust for
population stratification directly, our analysis will also include a series of principal components of
the genetic data, which explicitly account for ancestry differences, minimize the influence of spurious
associations, and maximise power.

Finally, using polygenic scores poses new challenges in terms of economic interpretation. A PGS
is a linear index of the genetic variants that are predictive of a given phenotype. As discussed in the
Introduction, we interpret each of our scores as measuring a subset of the genetic predispositions,
or susceptibilities, to a specific fertility outcome, such as the natural capability to produce and care
for offspring, sexual desire and competence, and attractiveness.

Existing pathway and gene expression analyses indicate that the genes most heavily weighted in
all our scores are implicated in the development of hormones, proteins, and morphogenesis related
to diverse aspects of reproductive biology across the life course, including the development of the
follicle stimulating hormone (which facilitates the growth of ovarian follicles), placental growth, and
infertility (Mathieson et al., 2020; Mills et al., 2021). Although this suggests that reproductive
processes are involved, we lack a comprehensive understanding of the biological mechanisms at play.
Furthermore, because of the high degree of polygenicity of the outcomes, our interpretation overlaps
with, but cannot exhaust, the full and multifarious range of capabilities associated with fecundity,
reproductive abilities, and fertility decisions. For instance, we do not expect our PGSs to pin down
genetic material that is relevant to fertility phenotypes exclusively, as they may also pick up genetic
variants shared by other cues (e.g., risk tolerance and facility with acquiring new skills) or traits
that affect other related behaviors, including the ability and willingness to invest in children and
parenting skills.16

That said, examining how genetic endowments (albeit imperfectly measured) interact with the
environment in which women were born and grew up allows us to open up the “black box” of
permanent unobserved heterogeneity (e.g., imperfectly controlled biological reproduction) and family
fixed effects, which have long characterized the empirical research in family economics (Heckman
and Willis, 1976; Rosenzweig and Wolpin, 1980 and 2000; Hotz, Klerman, and Willis, 1997). In
particular, gene-environment interactions give us an insight into how environmental factors shape
outcome differences due to genetic predispositions or, put differently, how fertility susceptibility
changes across birth cohorts (which are likely to face different social and cultural norms about the
family) and across geographic and socioeconomic environments (which may reflect different gender
attitudes and technologies). As discussed in the Introduction, we view G⇥E effects through the
lens of a social control pathway, whereby genes express themselves more easily in an environment in
which social norms and economic conditions allow a broad range of life-course alternatives.

16To assess the importance of this possible overlap, in the next section we shall provide evidence of the genetic
correlation among all the polygenic scores under analysis.
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3. Data

3.1 The UK Biobank

The UK Biobank is a population-based prospective study initiated by the UK National Health Service
(NHS).17 Between 2006 and 2010, invitations were mailed to 9.2 million NHS registered individuals
aged 40–69 (born between 1934 and 1971), who lived up to 25 miles from one of 22 study assessment
centers distributed throughout the UK (Allen et al., 2012). A sample of 502,506 individuals agreed
to participate (implying a 5.5% response rate),18 of which 273,384 were women. As part of the
survey, study participants went through an assessment that included: a self-completed touch-screen
questionnaire, a computer-assisted interview, the collection of physical and functional measures,
and the collection of blood, urine, and saliva samples. All physical and medical measures (e.g.,
anthropometrics and blood pressure) were gathered by trained nurses or healthcare practitioners.

Every participant in the study was genotyped. This makes the UK Biobank one of the largest
publicly available genetic resources in the world and a primary source of study for genetic discovery
and drug development.19 Although the survey has limited information on respondents’ socioeco-
nomic background and most of the information on family environment is available retrospectively,
it provides geo-coordinates for both place of births and current residence at interview, with one
kilometer grid resolution.20 We assign all respondents with available geographical coordinates to
their region and local authority district (LAD) both at birth and at the time of interview.21 As
shown in Figure A1, the geographic distribution of the UK Biobank respondents’ area of birth is
considerably widespread across the country.

In the analysis, we exclude respondents from Northern Ireland (who represent 2% of the whole
sample) and respondents born outside the British Isles (7.8%). We also exclude the cohorts born
in 1934–37 and 1970–71, since only few respondents were born in those years (a total of 1.3%
of the original sample), making cross-cohort comparisons difficult. Furthermore, as mentioned in
the previous section, we restrict our attention to individuals with European ancestry to adjust for
population stratification.22 Last, we focus only on female respondents and we drop respondents for
which the area of birth is missing. All these restrictions lead to a final sample of 168,757 unrelated

17For a detailed description of the data as well as access and governance issues, see Sudlow et al. (2015).
18Other 122 respondents withdrew their participation after data collection.
19Genotyping was performed using the Affymetrix UK BiLEVE Axiom array on an initial 50,000 participants; the

remaining participants were genotyped using the Affymetrix UK Biobank Axiomr array, which genotyped approxi-
mately 850,000 genetic variants. The two arrays are extremely similar, with over 95% common content. The genetic
data were later imputed using two different reference panels: the Haplotype Reference Consortium panel and the
UK10K together with the 1000 Genomes panel, leading to a dataset with 73,355,667 different genetic variants. The
genetic sample consists of 488,265 participants, 264,706 of which are women.

20The grid coordinate data are provided in the British National Grid (i.e., OSBS 1936) projection. OSGB1936 is
the Ordnance Survey National Grid geographic reference system used in Great Britain.

21Our definition of LAD is based on the 2018 Census boundaries, which leads to 380 LADs. The data are available
from the Office for National Statistics (England and Wales), the National Records of Scotland, and the Northern
Ireland Statistics and Research Agency.

22Our selection is based on self-identification, whereby we retain only individuals who self-identify as white British
or other white. We perform an additional check using genomic data where we exclude the small group of individuals
who self-identify as white Europeans but have genetic ancestry that deviates from European origins by more than five
standard deviations from the first two principal components. The results found using this alternative subsample are
identical to those shown below and are thus not reported.
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women used to construct our polygenic scores. The analysis will also leverage sizeable subsamples
of sisters and mother/daughter pairs.23

3.2 Fertility Outcomes

The UK Biobank main questionnaire collects fertility histories, where women are asked to provide
information on their ages at first sexual intercourse, first live birth, and on the total number of
children they ever had. Based on this information, we construct the following four fertility out-
comes: age at first sexual intercourse (A1S); age at first birth (A1B); completed fertility (CF); and
childlessness (CLN). To minimize right censoring issues for CF and CLN, the sample is restricted to
women who are aged 45 or more at interview.

As Britain went through profound socioeconomic transformations since World War II, so did
the reproductive behavior of the women in the UK Biobank sample (Wringley and Schofield, 1989;
Hobcraft, 1996; Woods, 2000; Garrett et al., 2001; Berrington, 2004; Guinanne, 2011). Figure 1
displays the time trends in all fertility outcomes by birth cohort. First births have been postponed by
almost three and a half years (from 24.3 up to 27.5 years), whereas age at first sexual intercourse has
been brought forward by three years (from 20.9 down to 17.8 years). On average, therefore, women
born in the late 1960s were sexually active for almost 10 years before giving birth. Conversely, women
born in the late 1930s and early 1940s had their first child about three years after their sexual debut.
Moreover, as women in the early birth cohorts had on average 2 or more children, those in more
recent cohorts had fewer than 1.5 children.24 Finally, the fraction of women who remained childless
more than doubled, from 12% among women born at the start of the UK Biobank to almost 30%
among those born in the early 1960s.

Table 1 shows descriptive statistics for all four outcomes. Besides the summary statistics for
our measures of genetic endowments and environmental risk which we describe next, the table also
reports additional information on the respondents’ early life conditions, such as their self-reported
birth weight (in kilograms), smoking status of their mothers during pregnancy, and whether they
were breastfed. These measures have been used to proxy individual socioeconomic background and
shown to be correlated to later outcomes (Black et al., 2007; Bharadwaj et al., 2014; Fitzsimons and
Vera-Hernández, 2016; Almond et al., 2018). We shall use them in a series of robustness checks.

3.3 Measures of Genetic Assessment

Before describing our polygenic scores, we present heritability estimates which can be related to the
evidence found with twins studies. For each of the outcomes, Appendix Figure A2 shows the SNP-
based heritability estimates and the 95% confidence interval around them by birth cohort. These
are obtained using the GREML model mentioned in Section 2 and computed as 5-year moving
averages. Since the short-run variation in genetic composition is expected to be limited, changes
in h2SNP over the sample period are likely to reflect changes in the environment (e.g., differential

23In the main analysis sample, we randomly select only one individual per family to avoid issues of overfitting.
24Although some women could have had more children after the last available interview, this will not change the

general picture given in Figure 1.
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assortative mating and internal migration), and may also give an indication of the role played by
gene-environment interactions. For age at first sex, we observe stable heritability across all birth
cohorts, ranging between 0.10 and 0.18. This is also the case for completed fertility, with only a
slight increase to about 0.10 for the late 1950 birth cohorts. There is instead a clear upward trend
in h2SNP for A1B, which doubled from approximately 0.12 to 0.24 across the cohorts in the sample.
Heritability in childlessness displays a similar increasing trend, although the estimates are lower
and can only be obtained for fewer cohorts.25 Taken together, these patterns reveal cross-cohort
variation in heritability, which we shall come back to below. This in turn suggests the importance
of factors other than genetic traits in explaining changes in outcomes, especially for A1B and CLN,
over the 30-year span of the data.

Moving on to the polygenic scores, Figure 2 plots the kernel-smoothed density of the three
score variables in our study, as well as the PGSs for educational attainment and risky behavior.
Values of each score have been demeaned and rescaled to measure standard deviations relative
to the corresponding means. The plots indicate that each distribution is approximately normally
distributed and symmetric. In fact, for every trait (including education and risky behavior), we
formally cannot reject the null hypothesis that the score is normally distributed.

Polygenic scores for different outcomes are likely to pick up similar genetic material, given non-
negligible phenotypic overlaps. This is reflected by the genetic correlations shown in Appendix
Table A1. The table reports also the correlations with the scores for education and risky behavior,
as well as the cross-correlations of all outcomes. Age of sexual initiation and age at first birth have
a phenotypic correlation of about 0.33 and share the largest genetic overlap in the sample, 0.39.
Completed fertility is negatively correlated with the other three outcomes, especially childlessness
(–0.73), and its PGS is also inversely correlated to the scores of both A1S and A1B. The genetic
correlation of education and age at first birth is high (0.31), but the genetic predisposition to risky
behavior is uncorrelated with any of the other polygenic scores, including that of A1S.

We now go back to the evidence revealed by the heritability analysis that the role of genetic
endowments may have changed across cohorts. In Appendix Table A2, we explore this issue by
testing the stability of each polygenic score over time, regressing outcome specific PGSs on birth
cohorts (grouped in five-year bands) while controlling for local authority district of birth and the
first 10 principal components of the full matrix of SNP data to account for population stratification.
For A1S, 13 (out of 15) cohort group comparisons show statistically different associations with
the polygenic score. This is also true for nine and eight of the comparisons for A1B and CF,
respectively, and for five and 11 of the comparisons for the education and risky behavior PGS
regressions, respectively. Such results, which are consistent with those presented by Beauchamp
(2016) and Kong et al. (2018), confirm the cross-cohort variation in genetic endowments found
earlier with the heritability analysis.

Another check of the heterogeneity in genetic predisposition by cohort is to estimate the degree
25As mentioned in Section 2, twins studies find higher heritability estimates. For example, h2 is estimated to be

approximately 0.25–0.35 for A1B (Tropf et al., 2015) and 0.1–0.3 for CF (Kohler et al., 1999).
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to which the association of the polygenic scores with the fertility outcomes changes across cohorts.26

The marginal effects of the polygenic scores by cohort of birth, ↵3 in (2), are summarized in Figure
3. There is evidence that the relationship between PGS and outcome varies substantially across
cohorts.27 For instance, the marginal effect of one standard deviation increase in the score for age at
first birth is just less than 2.5 years for women born in 1939 but almost 3.5 years for those born 30
years later. This suggests a greater role played by the genetic endowments relevant to this outcome
for more recent cohorts. We observed the opposite trend for age at first sexual intercourse, with the
marginal impact declining from about 2.2 years for the earlier cohorts to 1.8 years for more recent
cohorts. Although the association is relatively stable in the case of completed fertility, we find a
strong and increasing (in absolute value) negative correlation for childlessness throughout the sample
period. These results bolster the heritability estimates and suggest that there is variation in genetic
composition across cohorts. This variation is unlikely to be driven by actual changes in the genetic
endowment of the women in the sample (Courtiol et al., 2016). Instead, it may in part reflect the
presence of interactions between our polygenic scores and the changing physical and socioeconomic
environment faced by women from different birth cohorts.

3.4 Measures of Environmental Influence

Our key measure is given by the change in availability of the modern oral contraception (the “con-
traceptive pill”), which has been recognized as an indicator of gender-equal social norms and one
of the main channels leading to women’s economic freedom and female empowerment (Goldin and
Katz 2002; Bailey 2006). An extensive literature has established the role played by gender norms in
explaining women’s emancipation (e.g., Fernández, 2011; Alesina et al., 2013). Thus, we take the
diffusion of the pill and the gender norms associated with it as the broad measure of environment
relevant to female fertility decisions.28

The contraceptive pill was first introduced in the UK in 1961. Initially accessible only to married
women, its availability was extended to everyone in England and Wales in 1967, in 1968 in Scotland,
and in 1969 in Northern Ireland. Women in the UK Biobank are asked retrospectively whether they

26Specifically, we estimate
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Y
iac +

1968X

c=1938

↵2cIiac +
1968X

c=1938

↵3c

⇣
Iiac ⇥GY

iac

⌘
+

10X

k=1

�kPCk,iac + 'a + &iac, (2)

where Yiac is the fertility outcome for individual i born in cohort c in local authority district (LAD) a; Iiac is
an indicator function taking value one if woman i was born in cohort c and LAD a, and zero otherwise; GY

iac is
the outcome specific PGS calculated from the entire sample with the 10-fold cross-validation process described in
subsection 2.3; 'a indicates LAD fixed effects; PC refers to the principal components of the full matrix of SNP data,
of which we use the first ten to control for population stratification; and &iac is an idiosyncratic error term. Standard
errors are robust and clustered at the LAD level.

27In general, the variation in the marginal effect estimates is larger for the youngest cohorts for which sample sizes
are relatively smaller.

28For Britain, Murphy (1993) argues that the diffusion of the oral contraceptive pill is the single most important
determinant of fertility change during the 1960s and 1970s. As discussed in the Introduction, other supply-side factors
(such as the legalization of abortion and the advent of feminism) or demand-side factors (such as the introduction of
sex discrimination legislation) might have played a role. Dates on abortions, however, are not available in the UK
Biobank. In addition, the first UK Equal Pay Act was introduced in 1970 and the first Sex Discrimination Act in
1975, arguably much later than most of the changes already observable in the 1960s.
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have ever used the pill and at which age they began taking it. For each one of the ten data partitions
used to calculate the polygenic scores and for each LAD in the data, we compute the proportion of
childless women aged 18 or above who ever took the pill using those in the other nine partitions.
We repeat the same calculations separately for each of the remaining partitions and end up with our
final measure when all partitions are exhausted.29 We then link this variable to each woman when
she was 18-years old.

Figure 4 shows this measure by calendar year aggregated up to broad geographic regions. As
expected, contraceptive pill usage varies substantially across cohorts. Women born in the earlier
cohorts of the UK Biobank did not have access to the pill until they were in their thirties, while
those born in the most recent cohorts faced an environment in which approximately 80% of the 18
years old in their area used the pill. Women born between 1950 and 1965, who represent a large
fraction of those observed in the UK Biobank, faced the sharpest variation in pill diffusion as its
usage rose from less than 10% to more than 70%. The data reveal also some (albeit smaller) regional
variation, with London having pioneered pill usage especially during the 1970s, and Scotland lagging
5–8 percentage points behind.30

We should reiterate we do not rely on measures of environment defined at the individual level,
e.g., parental education or maternal occupational status during the respondents’ childhood. In part,
this is due to the fact that the UK Biobank does not collect such information. The use of these
alternative proxies may be problematic nonetheless, for they can be strongly related to the same
unobserved processes that give rise to the individual fertility outcomes we study, over and above
the genetic endowment accounted for by the polygenic scores. Our measure of E instead reflects
changes in institutions, policies and markets that are largely external to the family of origin. Internal
(family) environments, which may strengthen or weaken external changes, will come into the picture
when we estimate sister fixed effects models and mother-daughter comparisons.

For robustness, we also use three other measures of E, which capture potentially different aspects
of female empowerment. One is given by the rise in female educational attainment, which many
indicate as an important contributor to the reduced fertility observed over a considerable part of the
twentieth century (e.g., Currie and Moretti, 2003; McCrary and Royer, 2011; Eckstein et al., 2019).
Women in the UK Biobank are asked to report the age at which they completed their full time
education. We use this information to construct the proportion of women leaving post-compulsory
education by local authority district and year of birth. This is then linked to each woman in the
sample when she was 16 years old.31 Appendix Figure A3 shows the evolution of this alternative

29An alternative approach is to construct E over the whole sample rather than relying on the 10-fold cross-validation
process just illustrated. Although this alternative procedure may minimize inferential issues due to the double cross
validation of both E and G, it delivers a measure of pill adoption that may suffer from a reflection problem (Manski,
1993). In subsection 5.2, where we report on our robustness analysis, we mention the results found with this different
measure.

30We also constructed an alternative measure of E, which is not stratified by local councils and relies exclusively on
the time variation in pill usage. While this measure follows the temporal introduction of the contraceptive pill more
closely, it fails to replicate the spatial granularity of its adoption. In our main analysis, therefore, we use the measure
of E described in the text. Repeating it with this more aggregate counterpart, however, leads to virtually identical
results, which are not presented for the sake of brevity.

31An educational reform implemented in England and Wales in 1972 raised the school leaving age from 15 to 16
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measure of E. We observe a smooth increasing trend in this proportion over the pre-1957 cohorts,
with substantial differences across broad geographic areas. For the post-1957 cohorts affected by
the 1972 reform, there is a steep rise in the proportion leaving education after age 16 and a much
smaller cross-sectional geographic variation.

The other two measures reflect the change in economic and occupational conditions identified
by the variation in regional GDP per capita and the female share of employment in services. The
sustained growth in female labor force participation, strongly associated with the rise of the service
economy and the diffusion of labor-saving appliances, has been seen as another driver of the changes
that have transformed the family from World War II (WWII) onwards (e.g., Greenwood et al., 2005;
Goldin, 2006; Buera and Kaboski 2012). We use the statistical series published in the Rosés-Wolf
database (Rosés and Wolf, 2018), which contains regional (but not LAD level) demographic and
economic indicators from 1900 to 2010. We focus on regional GDP per capita and employment rates
in services, and link both measures to each woman in the UK Biobank through her birth year and
region of birth when she was 18 years old. Panel A of Appendix Figure A4 shows the trends in
income per capita, while panel B displays the trends in female employment shares, both aggregated
up to broad geographic regions. For both measures, we observe substantial changes across time
and space. People from historically poor regions (e.g., the East Midlands, Wales, and Scotland)
nearly doubled their income over the 32 birth years in the sample. Londoners experienced a 50%
rise over the same time period and, at any point in time, their income was twice as large as that
of residents in the poorer regions. The employment share in the service sector also went through
considerable change. Most regions, except London, experienced a decline from the pre-war years to
the mid 1950s followed by a steady increase until the end of the sample period, with cross-regional
differences remaining large over time, even into the 21st century.

We conclude by looking at how G varies with our main measure of E. Appendix Figure A5 shows
the scatter plot of each of the three polygenic scores (for A1S, A1B, and CF) and pill diffusion. In
all three cases, the PGS is essentially the same across the entire distribution of E, indicating that
there is substantial randomness in the way genes are distributed across the population. This is
not in line with a notion based on group-level genetic differences (Herrnstein and Murray [1994];
see the counterargument by Heckman [1995]). It is also hard to reconcile with the hypothesis that
social stratification leaves visible marks in geographic arrangements of common allele frequencies,
as argued by Abdellaoui et al. (2019). Despite this evidence, in the analysis below we will check if
our estimates are robust when we restrict attention to the subsample of “stayers”, i.e., women who
did not move from the area where they were born.

4. Conceptual Setup and Research Design

To guide the empirical analysis and the interpretation of the results, we provide a simple framework
borrowing from Becker and Lewis (1973) and Becker (1991). Suppose each woman (or household)

years (Barcellos et al., 2018). In our analysis, we shall account for this reform by including an indicator variable that
takes value one for the affected cohorts born after September 1957, and zero otherwise.

16



maximizes a utility function that depends on genetic fitness, f , and a single aggregate commodity Z,
denoted U(f, Z). Genetic fitness is the relative contribution of a genotype to the next generation’s
distribution of genotypes, and here is a scalar but broadly defined to include the natural capability to
produce and care for offspring, sexual competence, reproductive susceptibility, quantity and quality
of children, and the cost of producing child quality. Each woman decides whether her fitness is better
enhanced by her own offspring or by her relatives’ (siblings, cousins, etc.) offspring. This implies
childlessness can be an outcome (Hirshleifer, 1977).

As in Becker (1976), genetic fitness is a commodity produced by households using a variety of
inputs, including their own time, innate skills and dexterity, purchased goods, and the physical
and social environment. To simplify, we assume f = f(X;G,E), where G is the woman’s genetic
endowment (proxied by polygenic scores), E is her environment (proxied by the pill diffusion), and
X is a composite good. Fitness does not have a market price, since it is not purchased directly,
but has a shadow price, ⇡, which is defined as the value of the goods used in changing fitness by
one unit. If p is the cost of Z and I full income, the budget constraint of a household is given by
⇡f + pZ = I.32 Maximizing utility subject to the budget constraint gives the following marginal
utility (MU) condition:

@U/@f

@U/@Z
=

MUf

MUZ
=

⇡

p
.

The demand for fitness, Df , will then depend on the relative price of genetic fitness and full
income and will have the usual income and substitution effects. A reduction in the relative price of
fitness will increase the demand for fitness and reduce the demand for other commodities, holding
real income constant. The decrease in ⇡/p, for instance, may be driven by an environment more
conducive to the enhancement of fitness, better genetic endowments, greater skills, or more time in
producing fitness. Note that, since ⇡ depends on G and E, we can re-write Df as a reduced form
demand function, Df (G,E, p, I). Linearizing this expression and conditioning out p and I, which
we do not observe in the data, will lead to the following reduced form conditional demand (Pollak,
1969):

f = agG+ aEE + ⇠, (3)

where ⇠ captures other components (including price and income), some of which could be correlated
to both genetic predisposition and environmental factors.33 Some of such components can be subject
to genetic influences and interact with the environment either reinforcing or attenuating its impact
on f (Kohler et al., 1999; Turkheimer et al., 2003; Rimfeld et al., 2018). For instance, sexual desire
may be inhibited or stimulated depending on the socioeconomic milieu in which individuals grow

32The close relation between fitness and goods can be made transparent by writing the production function for fitness
as f = XGE, where  is a parameter that captures efficiency in producing fitness. In this case, ⇡ = @(pX)/@f =
p/GE.

33Including education, as a predictor of income, and time trends, as price shifters, does not change our main results.
See subsection 5.2 for more details.
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up. Similarly, women who inherit genetic endowments that are conducive to relatively greater fitness
may have grown up in families with more favorable environments for child development (Cunha and
Heckman, 2007; Cunha et al., 2010; Currie, 2011; Almond et al., 2018; Houmark et al. 2020).
We capture this possible relationship with a gene-environment interaction term, G⇥E, so that the
conditional demand for fitness (3) becomes

f = b1G+ b2E + b3(G⇥E) + ⌫. (4)

where ⌫ is an unobserved term. Reiterating the arguments anticipated in the Introduction, we inter-
pret G⇥E as a social control mechanism, whereby genetic influences captured by G are mediated by
prevailing social norms, embedded in E. As pill usage becomes more widespread, genes may mag-
nify or moderate its impact on fitness. Expression (4) goes beyond the tradeoff between nature and
nurture, for it explicitly recognizes that environmental influences and genetic components interact
to produce fitness.

In our empirical analysis, f is proxied with the four fertility outcomes described in the previous
section, and expression (4) is operationalized with the following regression model:

Yia = ✓0 + ✓1G
Y
ia + ✓2E

Y
ia + ✓3

�
GY

ia⇥EY
ia

�
+ X0

ia⇥+ �a + "ia, (5)

where Yia is the outcome for woman i born in local authority district (LAD) a, GY
ia is the outcome

specific polygenic score for i from area a, EY
ia is the outcome specific contraceptive pill utilization

rate which woman i was exposed to in LAD a, �a represents district fixed effects; X is a vector of
controls, which include the first 10 principal components of the full matrix of SNP data to control
for population stratification, their interactions with E to account for the possible interplay between
ancestral commonality and pill usage absorbing any further stratification bias from the G⇥E term
(Keller, 2014), and a WWII indicator (taking value 1 if i was born between 1939 and 1945, and
0 otherwise);34 and "ia is an individual specific idiosyncratic error term. Robust standard errors
are clustered at the district level, where the variation in E occurs. In robustness analysis, for each
outcome, we include all the fertility scores as well as the PGSs for educational attainment and risky
behaviors. We also perform sensitivity assessments on E, using female educational attainment rates
by LAD, regional GDP per capita, and regional employment rate in services rather than pill usage.
The estimates from all these exercises are discussed below, but we anticipate that our main results
are unchanged.

34Other controls are proxies of early life conditions (such as being breastfed and birth weight), which are not
available for all the women in the sample. To maximize sample size, they are not included in the benchmark analysis.
Their inclusion, however, does not alter our main findings, as we document in subsection 5.2.
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5. Empirical Results

5.1 Baseline Estimates

Table 2 summarizes our main results. Each column reports the estimates from equation (5) for a
different fertility outcome. All the estimates in the table are statistically significant even at the
tighter p-value threshold of 0.005, which Benjamin et al. (2018) argue should be the standard of
evidence for claims of new discoveries.

Looking at G, a one standard deviation increase in each outcome-specific PGS is associated with:
(i) a postponement of both age at first sex and age at first birth by 2.1 and 2.7 years, respectively;
(ii) an increase in the total number of children born to a woman by 0.66; and (iii) a lower chance of
being childless by 14 percentage points. Genetic penetrance, therefore, plays a key role in explaining
the observed variation in all outcomes, both statistically and substantively.35 This is upheld by the
incremental R2 figures (bottom row in Table 2), according to which genes account for not less than
17% of the variation in childlessness, 32% of the variation in the age at first sexual intercourse and
completed fertility, and 42% for age at first birth.36

Turning to the association of E with Y , we find that a 10 percentage point increase in pill
exposure (which corresponds to a modest change when comparing women born in the 1950s to those
born in the 1960s) leads to: (i) 0.26 year reduction in A1S; (ii) 0.36 year postponement of A1B; (iii)
a compression in CF by 0.07 children; and (iv) a 2.2 percentage point increase in the probability of
CLN.37 These associations are quantitatively large, and suggests that our measure of environmental
risk is equally important in affecting fertility fitness as much as the polygenic scores.

Before examining the role played by gene-environment interactions, we mention the results found
when such interactions are excluded. The ✓1 and ✓2 estimates from this exercise reported in Appendix
Table A3 are close to those just discussed, both in sign and magnitude. The evidence is that E and
G make complementary contributions to age at first birth, while having offsetting influences on the
remaining three outcomes.

An indirect way of ascertaining the importance of genes and their interactions with the environ-
ment is given by the comparison (in percent change) of the marginal effect of E with respect to a
model in which all genetic influences are shut down, i.e., both ✓1 and ✓3 in (5) are set to zero. These

35As mentioned in Section 2, all PGSs are measured with error, which may yield estimates of ✓1 (and ✓3) that
are biased downward in absolute value. Addressing this issue by either meta-analyzing GWAS results from multiple
studies (e.g., Dudridge, 2016; Becker et al., 2021) or using instrumental variables regressions on PGSs from independent
GWAS samples (e.g., DiPrete et al. [2018]; van Kippersluis et al., [2021]; see also Gillen et al. [2019]) would be likely
to improve the predictive power of G and G⇥E and increase their impacts on Y . Although interesting, we leave this
extension for future research.

36Since these statistics are computed with respect to a model that does not include genetics as a comparator (i.e.,
✓1 = ✓3 = 0), they also account for the contribution of G⇥E. The corresponding figures without gene-environment
interactions are comparable to those presented in Table 2, and so are the estimates. These results, which are shown
in Appendix Table A3, are discussed below.

37To compare our E�Y results to some of the existing estimates of the impact of the legalization of the pill available
for the United States, we ought to redefine outcomes appropriately. Discussing the results from this analysis in detail
goes beyond the scope of the paper. Nevertheless, for completeness, we report the estimates from this exercise in the
Online Appendix Table A4. In general, we find greater associations of the pill diffusion (our measure of E) with the
likelihood of having a child by age 23 (a proxy for the probability of being married by age 23, used by Goldin and
Katz [2002]), the likelihood of having a child before age 22 (used by Bailey [2006] and Myers [2017]), or the number
of children ever born (Bailey, 2006).
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results are reported in the next-to-last row of Table 2. When G and G⇥E are excluded from the
analysis, the contribution of E is underestimated by 6.2% for A1S, 2.6% for A1B, 8.1% for CF, and
6.3% for CLN.

A direct way of assessing the interplay between genes and environment is to focus on the G⇥E

effect as captured by ✓3 in Table 2. We find evidence of statistically significant gene-environment
interactions for all outcomes. In particular, the delay in age at first sex induced by the genetic predis-
position captured by the polygenic score is moderated by gene-environment interactions. Conversely,
G⇥E effects amplify the delay in the age at first birth, the increase in the number of children, and
the reduction in the probability of childlessness implied by genes alone. Seen from the perspective
of the environmental influences, the estimates reveal a strong presence of environmentally mediated
risks. Both the anticipation of sexual debut and the postponement of motherhood led by the pop-
ularization of the pill are reinforced by gene-environment interactions. The reduction in family size
and the rise in childlessness associated with greater pill usage are, instead, weakened by the way our
PGSs interact with the diffusion of the contraceptive pill.

Within the framework developed in Section 4, these findings are consistent with a reduction in
the relative price of fitness, in particular with a decrease in the shadow price ⇡, which may be driven
by an environment conducive to fitness advancement. This means that genetic influences on fertility
may become more important when social norms and economic conditions allow a broad range of
life-course alternatives. Pre-pill cohorts, whose early lives were affected by traditional gender norms
and relatively poorer economic conditions, may exhibit low levels of genetic influence. Later cohorts,
which went through the pill revolution, reflect stronger genetic effects.38

In Section 6, we will explore these interactions in greater detail. Ours are the first results to
lend explicit support to the existence of environmentally mediated genetic effects on fertility-related
behaviors, which have been posited by standard economic theories of fertility (Becker, 1960 and 1991)
and suggested, but not properly documented, by other social scientists (e.g., Udry, 1996; Kohler et
al., 1999). They also confirm the burgeoning view that the sharp distinction between nature and
nurture is inadequate (Gluckman and Hanson, 2005; Rutter, 2006; Heckman, 2006 and 2007; Cunha
and Heckman, 2007; Kong et al., 2018; Barcellos et al., 2018; Houmark et al., 2020).

5.2 Robustness Checks

We present results from several sensitivity exercises, which are reported in the Online Appendix.
First, we re-estimate (5) including proxies of early life conditions in X. These comprise the respon-
dent’s birth weight and indicators of smoking status of the respondent’s mother during pregnancy
and whether the respondent was breastfed. Such measures have been shown to be correlated to
pre- and post-natal parental investments and predictive of both early and later child achievement
(Almond et al., 2018). Information on these controls is available at most for 55% of the samples

38Interestingly, in plant physiology and botany, a parallel of the manifestation of this interaction is called seed
dormancy, which is an evolutionary adaptation that prevents seeds from germinating during unsuitable ecological
conditions (Bewley, 1997; Finch-Savage and Leubner-Metzgerthat, 2006). Seed dormancy, typically, affects large
populations of plants dispersed over vast geographic areas, mirroring the social control mechanism implied by the
cross-cohort diffusion of the contraceptive pill technology in our case.
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used to estimate our benchmark specifications. Despite the loss in sample size, the estimates in
Appendix Table A5 which account for early life controls are remarkably similar to those reported in
Table 2, except for the gene-environment effect on completed fertility that is no longer statistically
significant.

Second, we extend the age window over which pill exposure is measured. Specifically, the exposure
used is widened from age 18 to ages 18–30. With this extension, we try to lessen measurement error
problems that could be generated by the original single-year measure. Doing so, however, may lead
us to detect changes in the environment that did not influence the women in the sample while they
were growing up. As the estimates in Appendix Table A6 reveal, this exercise does not modify our
main results. Repeating the analysis with exposure defined between ages 13–18 leads to the same
estimates.

Third, we check whether all fertility outcomes are driven by a secular aggregate time trend
common to all women, rather than by time (and geographic) variation in pill diffusion. We do this
by adding 5-year birth cohort fixed effects as additional controls in (5). The estimates in Appendix
Table A7 are virtually identical to those reported in Table 2.39

Fourth, we consider two other genetic influences that may be relevant to fertility choices in
addition to those already accounted for in our baseline analysis. One of them is the PGS for
educational attainment based on the work by Lee et al. (2018), and the other is the PGS for risky
behaviors developed by Linnér et al. (2019). The results in Appendix Table A8 corroborate the
baseline estimates reported in Table 2.40 This suggests that our main findings do not merely reflect
genetically endowed academic abilities or degrees of risk tolerance and adventurousness, despite the
non-negligible genetic overlaps shown in Appendix Table A1 and discussed in Section 3. To account
even more comprehensively for the genetic correlations across all polygenic scores, we repeat the
analysis including all PGSs in (5) for each outcome. The estimates in Appendix Table A9 reiterate
the basic message of the benchmark results.

Fifth, we perform a series of tests with the three alternative measures of E described in Section 3.
The results shown in Appendix Table A10 indicate that using education expansion (rather then pill
diffusion) as a measure of environment does not affect the overall results. The only change is that the
gene-environment effect on completed fertility is now statistically indistinguishable from zero. Using
regional GDP per capita confirms the benchmark estimates, but leads to a statistically insignificant
G⇥E effect on A1S and attenuated impacts of G on A1B and childlessness. As evidenced by the
greater standard errors in Appendix Table A11, these results are likely to be driven by the higher
level of geographic aggregation implied by this measure of E. They could also be driven by the
fact that GDP and pill exposure may capture different dimensions of female empowerment. Finally,
Appendix Table A12 confirms our main estimates when E is proxied by the regional employment
share in services, except for the statistically insignificant G⇥E effect on A1S and G impact on CLN.

39As mentioned in Section 4, besides time trends, which can be seen as predictors of price shifters, we also included
education, as a proxy for income. All the results are similar to those shown in Appendix Table A7 and thus not
reported for brevity.

40Interestingly, the PGS for educational attainment is not statistically significantly correlated to childlessness, while
the PGS for risky behaviors has an effect on A1S and A1B, but no effect on the other two outcomes.
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Again, the higher level of aggregation and the different facets of female emancipation summarized
by this measure of E may be responsible for these departures from the baseline results.41

Sixth, standard errors in Table 2 are clustered at the district level. While this clustering follows
the measure of E, it may not be appropriate for the polygenic scores, which vary at the individual
level, although these are also known to have a broader geographic structure that reflects population
stratification and its possible interactions with pill usage. We already account for these latter
aspects directly with the inclusion of the first 10 principal components of the genetic data and their
interactions with E, but other clustering levels might be considered. We therefore re-estimated
(5) clustering either at the individual level or at the broader regional level for all outcomes. The
inference resulting from both of these clustering alternatives is the same as that reported in Table
2. We also find similar results when we use two clusters only, i.e., one for Scotland and the other
for England and Wales combined given that the pill was introduced in separate years for these two
groups of countries.

Seventh, we re-fit (5) on the sample of stayers, i.e., women whose local authority district of
residence at the time of interview is the same as that observed at birth. In spite of the smaller
sample size, all the estimates in Appendix Table A13 confirm the baseline results (except the G⇥E

effect on total number of children which becomes insignificant), indicating that the potential selection
bias due to migration is likely to be limited.

6. Understanding the Interplay Between Genes and Environment

The results in the previous section reveal the importance of genetic influences on fertility outcomes.
They also provide clear evidence of the presence of environmentally mediated genetic effects, with
gene-environment interactions either attenuating or reinforcing the direct genetic associations or
the direct environmental effects. This interplay seems to emerge in particular when environmental
conditions expand the range of socioeconomic opportunities for women, which we relate to female
emancipation. The already-mentioned strong similarity of these G⇥E interactions with seed dor-
mancy adaptations in plant biology is interesting and worth of further research in the future.

In what follows, we deepen the implications of these insights and ask whether the impact of
this interplay changes across the distributions of polygenic scores and environmental risk exposure.
The existence of such nonlinearities provides further evidence against the nature-versus-nurture
dichotomy, even without the presence of gene-environment interactions. Moreover, to control for
shared environmental risks, we estimate family-based models. Although the influence of genotypes
is always reduced in these models, they can help us to uncover the presence of genetic nurture and
assess the extent of G⇥E effects even when the variation in G or the differences in G and E are more
restricted than in the general population. We conclude this exploration with a series of simulations
that enable us to understand better the implications of our results.

41As mentioned in subsection 3.4, we also experimented with an additional measure of pill adoption constructed using
the whole sample rather than a 10-fold cross-validation procedure. We detect no inferential problem with the baseline
measure of E and find that the estimates obtained with this alternative measure are statistically indistinguishable
from those shown in Table 2. Such results, therefore, are not presented.
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6.1 Nonlinearities in Genetic Endowments and Environmental Risks

We modify the benchmark specification (5) and, for each fertility outcome, estimate
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where d refers to the deciles of the G (PGS) distribution. The results on the �1 and �3 estimates
are displayed in Figure 5. As expected by construction of the polygenic scores, the higher the decile
of G, the larger (in absolute value) the association with the outcome, with childlessness being the
only phenotype with a negative G�Y gradient.

There is evidence of ample heterogeneity in gene-outcome gradients. Women with median genetic
predispositions to delay their first sexual intercourse (motherhood) postpone sexual debut (first
birth) by almost 2.5 (4) years, while those whose predispositions are in the top decile postpone
the first intercourse (motherhood) by about 7 (9) years. Women whose endowment falls in the
interquartile range of the susceptibility to have children are on average expected to have one child
extra (from 0.6 to 1.4) compared to those in the bottom decile, while those in the top decile are
predicted to have up to 2.3 additional children. Finally, the likelihood of being childless by age 45
is reduced by 50% if women’s scores are in the top decile of the PGS distribution.

Although gene-environment interactions are quantitatively smaller, they also display a good
deal of heterogeneity. As genetic predispositions induce a higher age at first sex, gene-environment
interactions reduce this association more for those in the top deciles of the PGS distribution. This
gives evidence of nonlinear G⇥E effects which, to a small degree, mitigate the direct impact of
G. For age at first birth, instead, the postponement driven by G is reinforced by gene-environment
interactions which gain strength as the value of the polygenic score increases. There is reinforcement
also for childlessness, but only among women in the top half of the PGS distribution, that is, those
with stronger genetic susceptibilities not to have children at all. Finally, for completed fertility,
gene-environment interactions magnify the negative impact of G, but only moderately across the
whole score distribution.

Repeating the analysis but stratifying the estimates by decile of E while keeping G continuous
leads to specular results, which emphasise that gene-environment interactions are heterogeneous
across the E distribution. We report the results in Appendix Table A14. The 3-year first birth
postponement among women from areas in the top deciles of pill usage is magnified by another
10-month delay through the interplay between pill diffusion and genetic predispositions to delay
motherhood. Similarly, G⇥E effects amplify the reduction in A1S driven by female empowerment:
for women who had much exposure to pill use (i.e., those in the top half of the distribution of
pill utilization), gene-environment interactions magnify the 3-year reduction in age at first sexual
intercourse by another 4 months. G⇥E effects for childlessness, instead, moderate the direct impacts
of E across the distribution of pill usage. For instance, although women in the top decile of the pill
exposure distribution face a 17 percentage point increase in the likelihood of being childless compared
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to women in the bottom decile, their gene-environment interactions reduce that association by half.42

Taken together, these and the previous estimates uphold our benchmark results. Reproductive
fitness is powerfully shaped by both genetic predispositions and societal environmental risks. On the
one hand, the external environment, which embeds the reduction in the relative price of fitness, affects
fertility outcomes in different ways depending on individuals’ genotypes; on the other hand, genes
affect outcomes differently depending on women’s circumstances. The diffusion of the contraceptive
pill, a market manifestation of the decline in ⇡/p, seems to have complemented women’s genetic
predispositions to delay their first childbirth and remain childless and, at the same time, to reinforce
their susceptibilities to anticipate sexual debut and lower the total number of children they give
birth to. These findings, in turn, suggest that genetic influences are most important when female
fertility decisions are taken in environments in which social norms empower women, allowing them
to access a relatively broad range of life-course alternatives. However relevant genetic influences
can be to human reproductive behavior, there is nothing genetically deterministic and inevitable
about fertility phenotypes. Evolving more rapidly than genes, social norms, technology, and culture
may create novel environments that expose genes to new selective pressures (Richerson et al., 2010),
which enhance female fertility fitness.

6.2 Family-Based Models

The results above demonstrate that our PGSs identify genetic susceptibilities that heighten women’s
fitness. They also document the interplay between genetic factors and environments which improves
female reproductive outcomes. As the environment becomes more conducive to female emancipation,
so are genetic predispositions to fertility capable to exert their influences more fully. So far, our
measures of environmental risk have focused on aggregate external forces, which women were exposed
to at birth or while growing up, and which have been shown to be relevant to female fertility.

Fertility decisions, however, could also be shaped by the environment women face within their
own family of origin. This internal environment may be affected by physical risk factors (e.g.,
parental resources, parenting styles, housing, and neighborhoods) as well as parental genotypes that
are not genetically transmitted from parents to offspring, but might yet affect child phenotypes, a
phenomenon known as “genetic nurture” (Wolf et al., 1998; Kong et al., 2018; Cawley et al. 2020;
Houmark et al., 2020). This speaks to the economic literature on parents’ human and nonhuman
capital investment in children, where parents compensate or reinforce child endowments depending
both on the technological properties of the production function that links parental inputs to child
outcomes and on parental preferences, such as their aversion to inequity (Behrman et al., 1982;
Becker and Tomes, 1986; Cunha and Heckman, 2007; Cunha et al., 2010).

Family-based models can be used to account for shared internal environmental risks. The richness
of the UK Biobank data enables us to perform two different exercises. In the first, we estimate sister

42We also explored the possibility of heterogeneous gene-environment responses by intensity of the educational
attainment and risk tolerance polygenic scores. Although we find little heterogeneity across the distribution of each
of the two scores, the findings illustrated above are confirmed. For the sake of space concerns, however, they are not
reported but can be obtained from the authors.
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fixed effects (SFE) models, which have been extensively used in economic research on fertility (e.g.,
Geronimus and Korenman, 1992; Rosenzweig and Wolpin, 1995). By comparing siblings who grew
up in similar (internal and external) environments, these models allow us to assess the importance
of gene-environment interactions, even when the influence of both genetic and social transmissions
is heavily restrained (Belsky et al., 2018) or when parents shape their offspring’s outcomes by
responding to their genetic endowment differentials (Behrman et al., 1982; ; Del Bono et al., 2012;
Fletcher et al., 2020). In the second exercise, we look at mother-daughter comparisons, analyzing
intergenerational correlations in outcomes while controlling for polygenic scores and re-estimating
our baseline specification after controlling for maternal genotypes. In this case, genetic endowments
continue to be similar as in the previous exercise (although in a way that differs from the SFE
model), but the environmental risks are likely to be substantially heightened.43

Sister Comparisons — The first exercise is performed on a subsample of approximately 12,000
biological sisters, only one of whom is included in the baseline sample to limit issues of overfitting.
For each woman i in family j born (or resident) in area a, we estimate:
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where µj measures the time-invariant family unobserved components shared among sisters.44 The
SFE estimates are summarized in Table 3. The genetic influences on outcomes go in the same
direction as those found in the benchmark analysis and remain statistically significant, although
they are quantitatively more modest. The drop in genetic penetrance is as small as 0.5% in the case
of childlessness and as large as 20% in the case of age at first birth. That ⇢1 is smaller than ✓1 is not
surprising, since on average one-half of the SNPs inherited from parents are shared among sisters.

Conversely, the estimates of the environmental effect are of the same sign and statistical signif-
icance as those in Table 2, and about 15-25% higher (in absolute value) in the cases of A1B and
A1S, despite the high observed correlation in E in this subsample. However similar the external
environments faced by sisters might be, small differences in such environments are associated with
important differences in outcomes: women who grew up in milieux with greater pill exposure have
their first sexual intercourse earlier, postpone their first birth further, are more likely to be childless,
and end up with fewer children. This reaffirms the key role played by our measure of environmental
risk.

Finally, the estimated gene-environment interactions are quantitatively similar to the benchmark
case, except for completed fertility where G⇥E becomes statistically indistinguishable from zero,
perhaps reflecting the decline in genetic penetrance. The interactions nonetheless continue to amplify
the increase in the age at first birth and the reduction in the age at sexual debut associated with
a greater pill usage (although only at the 10% level of significance in this latter case), while they

43In this case, in fact, the correlation in E for mothers and daughters is 0.229 (s.e.=0.048), whereas in the sisters’
subsample the same correlation is 0.739 (s.e.=0.042).

44Despite the fact that, in every comparison, the older sister is typically (but not always) exposed to a lower pill
diffusion, including 5-year birth cohort fixed effects in X does not alter the results displayed in Table 3. For the sake
of brevity, therefore, these estimates are not shown.
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attenuate the decline in childlessness induced by the pill diffusion. As in the full sample, therefore,
genetic susceptibilities to fertility tend to express themselves more distinctly when environmental
risks (e.g., societal cultural norms) are more favorable to female emancipation, even in this highly
homogeneous sample of sisters.

Mother-Daughter Comparisons — In the UK Biobank subsample of about 1,800 mother-daughter
dyads, daughters were born on average around 1965 and mothers in 1942. This analysis therefore
leverages considerable variation in the external environment but, as in the previous exercise, keeps
the variation in genetic influences limited. We look at mother-daughter comparisons from two
standpoints. One is the traditional perspective of intergenerational correlations; the other explores
a possible channel of influence through genetic nurture and re-estimates the baseline specification
(5) for daughters controlling for maternal genotypes.

The results are in Table 4, which also reports the level estimates found on the same subsample
of daughters used in this specific analysis (columns (a), (d), and (g)). We obviously cannot analyze
childlessness intergenerationally. From the level regressions we detect no statistically significant
G⇥E effect. This null result may be partly driven by the substantially smaller statistical power of
the mother-daughter subsample compared to the full sample used in the benchmark analysis. On
average, for all three outcomes, standard errors around the G⇥E estimates are 30 times greater in
the mother-daughter subsample, whereas the size of the benchmark sample is at least 80, 100, and
220 times bigger for A1S, A1B, and CF, respectively.

Moving to the estimates on outcome transmission reported in columns (c), (f), and (i), four find-
ings are worth stressing. First, genetic penetrance is as high as for entire sample. This is remarkable
not only because of the smaller mother-daughter subsample, but also because mothers and daughters
share half of their genetic material. Second, the estimates of the external environmental influence
retain statistical significance for A1B and CF, and only the impact of E on A1S is significant at the
10% level. This is also remarkable, as it emphasizes that mothers and daughters in the UK Biobank
have a considerably different exposure to pill usage. Third, the G⇥E effects are negligible across all
outcomes, confirming the above mentioned level results. Fourth, the intergenerational correlation of
fertility outcomes is always quantitatively small and statistically indistinguishable from zero.45

Taken together, these results provide a few new insights. They suggest that the strength of
the intergenerational correlations in fertility phenotypes has been probably overstated in previous
demographic research (e.g., Murphy and Wang, 2001; Kolk et al., 2014). Of course, this must
be interpreted against the likely low power of the small mother-daughter subsamples. But in as
much as maternal outcomes reflect both environmental and genetic effects, their predictive power
is weakened once environment and genes are explicitly taken into account. In fact, the dominant
role now played by genes gives an indication of the importance of genetic nurture, which can work
through intrafamilial socialization processes, parenting habits, and role models (Bisin and Verdier,
2011; Alesina and Giuliano, 2014; Doepke and Zilibotti, 2017). This may even substitute for the

45Notice, however, that the raw intergenerational correlation is sizeable and significant for all three outcomes, going
from 0.20 (s.e.=0.039) for CF to 0.30 (s.e.=0.035) and 0.52 (s.e.=0.058) for A1S and A1B, respectively.
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influence of gene-environment interactions, which become less relevant than in the whole population.
Differently from the abundant literature on the intergenerational transmission of reproductive

outcomes, there is no work on the relationship between maternal genotypes and daughters’ fertility
outcomes. Besides the fact that our PGSs measure biological factors that enhance reproductive
fitness, the score-outcome relationship could also reflect correlations between genetic factors and
environments that promote fertility fitness. For example, some of the genetic components driving
the score for A1B might affect parents’ parenting skills that encourage a delay in the timing of
motherhood, even if those components do not affect the daughter’s predisposition to become a
mother. Since the genotypes of individuals are necessarily correlated with the genotypes of their
birth parents, this form of genetic nurture could generate a relationship between a woman’s score and
her fitness that works purely through intrafamily environmental factors, e.g., internal socialization,
family norms, role models, parenting habits, and cultural transmission.

To account for such factors, we re-estimate the baseline specification for daughters controlling
for parental genotypes, since the genotype of a child is randomly assigned conditional on parental
genes (Papageorge and Thom, 2020). The results in columns (b), (e), and (h) of Table 4 show
that the estimates of the daughter’s own polygenic score, environment, and G⇥E are very close
to those found when we control for maternal outcomes. Except for completed fertility, the other
two outcomes are associated with maternal genotypes (although the correlation with A1B is only
significant at the 10% level), with mother’s and daughter’s PGSs affecting the outcomes in the same
direction. A one standard deviation increase in the maternal genotype implies an additional delay
of 3 months for the age at first birth and a further postponement of 5 months for the age at sexual
debut.46 These results confirm that genetic nurturing effects are likely. They also suggest that,
within families, genetic nurturing may be the process that replaces gene-environment interactions.
Operating through these internal-to-the-family environmental channels, nontransmitted alleles have
an added effect on reproductive fitness.

6.3 Simulations

We perform two sets of counterfactual experiments using the baseline estimates reported in Table 2.
In both exercises, for the sake of conciseness, we only focus on two outcomes, age at sexual initiation
and age at first birth.

Equal E or Equal G? — This first experiment is designed to assess the importance of E and G in a
world where all women face either the same external environment or the same genetic endowment.
In the first case, we simulate the outcomes using the estimated baseline model parameters but force
E to be at the maximum value observed in each local authority of birth over the entire period.
Albeit unrealistic, this scenario is meant to inform us of the impact of real-life policy interventions
that aim to achieve a socially progressive milieu for all women (represented in our case by full access
to the oral contraceptive pill). In the second scenario, we repeat the exercise but now assign to each

46Repeating this analysis also for CLN, we find that a one standard deviation increase in Gmother is significantly
associated with a 13 percentage point increase in the probability that the daughter is childless by age 45.
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woman the minimum (or maximum) observed value of G for A1S (A1B) by birth cohort.47 Although
even less realistic than the previous exercise, this scenario reveals the role played by pill exposure
over and beyond the impact of genetic predisposition, when this is kept equal for all women of a
given cohort as if they were all twin sisters. In both exercises, gene-environment interactions are left
to operate freely.

The results are reported in Figure 6, which also shows the trends in A1S and A1B observed in the
data (as reported in Figure 1) as well as the trends predicted using the baseline estimates. We stress
three findings. First, despite its simplicity, our benchmark model with just one polygenic score and
one proxy for environmental risks does extremely well in fitting the data. Second, exposure to full
access to the pill leads to a large and immediate reduction in A1S of about 2 years for women in the
early cohorts of the UK Biobank, and an equally large and immediate increase of 3 years in A1B for
early cohorts again (see the dashed lines corresponding to ‘E max’). Since genes evolve less rapidly
than the environment over time and the environment changes little in the experiment throughout
the sample period, both changes are also permanent, i.e., they affect early cohorts as much as they
do later cohorts. In the case of age at sexual debut, the further reduction for the post-1945 cohorts
is due to the switching-off of the WWII dummy variable, while the slow increase from the cohorts
born after 1950 is driven by the interaction between G and E.

Third, in a world where all women of a given cohort are monozygotic twin sisters and their genetic
endowment is assumed to be at the extremes of the polygenic score distributions, the impacts on
A1S and A1B are massive, implying at least a 4-year anticipation of the first sexual intercourse
and a 6-year postponement of the first birth (see the lines corresponding to ‘G min’ and ‘G max’,
respectively in the top and bottom panels of Figure 6). Moving away from the extremes of the PGS
distributions will clearly lead to smaller effects. What matters to us, however, is not the size of the
impact in this case. A key feature of this simulation is that the environment continues to influence
fertility behavior substantially, even when G exerts the same maximal impact for all the women of
a given cohort. This is due to differences in environmental risk over time. For all the cohorts of
women born after the end of WWII and up to the end of the period, i.e., those increasingly exposed
to the diffusion of the pill, A1S declines and A1B rises by about 2 and 3 years, respectively, and the
size of these changes is independent of the assumed value of G.

G⇥E Effects by Strength of Genetic Predisposition — Do gene-environment interactions vary depend-
ing on the intensity of genetic penetrance? To address this question, we first re-estimate the baseline
model (5) after splitting the sample into two groups of women based on their polygenic scores, one
above and the other below the median. We then simulate each outcome for the two groups, labelled
‘high G’ and ‘low G’, and plot them in Figure 7 with a thick continuous line and a thick dotted line,
respectively. The figure also shows the results from another counterfactual experiment in which the
G⇥E effects of this model are set to zero.

47We focus on the bottom PGS for A1S, because this allows us to see the impacts of E and G on Y go in the same
direction. More precisely, we assign the values observed in the bottom (top) percentile of the A1S (A1B) polygenic
score for each birth cohort. Repeating the same exercise at higher (lower) percentiles yields smaller level changes, but
the results are otherwise identical to those discussed in the paper and are thus not reported.
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We highlight three results. First, the impact of gene-environment interactions is imperceptible
for women born before 1950, but it gets stronger over time, especially among women born after
1960. This confirms the importance of environmentally mediated genetic effects, which emerge
precisely when the environmental conditions expand the range of opportunities for women through
the diffusion of the oral contraceptive pill. Second, G⇥E effects attenuate the differences in A1S
and magnify those in A1B between women with high and low genetic susceptibilities. This supports
the baseline estimates of Table 2.

Third, the inclusion of gene-environment interactions clearly illustrates that the anticipation of
sexual debut and the postponement of motherhood are greatest among women with higher polygenic
scores. In the pre-pill period, anticipating sexual initiation is likely to be most costly for these women,
especially if early sex heightens the risk of an undesired pregnancy. But the advent of an almost
infallible contraceptive method enables the same women to engage in early sexual activities while
avoiding the penalty of abstinence. Interestingly, such stark G⇥E effects emerge only when the
external environment permits women’s genetic predisposition to express itself.

7. Conclusion

Using unique data from the UK Biobank, we study how genes (G) and environment (E) are linked
to female fertility. Rather than removing genetic endowments, through twinning for instance, we
measure them using one of the largest genomic resources in the world and exploiting the latest
developments in molecular genetics. They are summarized by a linear index called polygenic score
(PGS). The socioeconomic environment is captured by the diffusion of the oral contraceptive pill in
the area where women grew up, an indicator of the advent of gender-egalitarian norms and women’s
empowerment. We analyze four fertility outcomes over the entire female reproductive cycle.

Six new results are worth stressing. First, both G and E are strong predictors of all four traits. In
particular, greater genetic susceptibilities (i.e., higher values of the polygenic scores) are associated
with an increase in the ages at first sexual intercourse and first birth and in the total number of
children, and with a decline in the likelihood of childlessness. Similarly, women who grew up in areas
with greater pill exposure tend to anticipate their sexual debut, postpone motherhood, have fewer
children overall, and a greater probability of not having children at all.

Second, these results are broadly robust across several sensitivity exercises. For example, they
emerge also if E is proxied by female educational attainment rather than pill usage. And they
persist when, in addition to the PGSs specific to our outcomes, we control for the polygenic scores
for educational attainment and risky behaviors, which may pick up other unobservables relevant to
our fertility phenotypes.

Third, a key contribution of our analysis is the identification of gene-environment interactions
which, albeit acknowledged by several scholars (e.g., Heckman and Mosso, 2014; Fagereng et al.,
2021), have never been quantified before for women’s fertility. Both the anticipation of sexual
debut and the postponement of motherhood led by the diffusion of the pill are magnified by gene-
environment interactions; conversely, the decline in family size and the rise in childlessness associated
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with female emancipation are attenuated by G⇥E effects. This interplay becomes more important
when social norms and economic conditions enable women to expand the set of their life-course
opportunities, possibly reflecting a decline in the relative price of fertility fitness. In more egalitarian
environments that empower women, genes express themselves more fully.

Fourth, there is evidence of heterogeneity of this interplay. For instance, as genetic predispositions
induce a higher age at first sex, gene-environment interactions mitigate this association more for
women in the top of the PGS distribution than elsewhere. For the same group of women, gene-
environment interactions also reinforce the postponement of motherhood driven by G.

Fifth, most of the previous results emerge also when we restrict attention to the subsample of
sisters. Genetic predispositions continue to express themselves more sharply when the environment is
conducive to women’s empowerment, even if both genes and environment shared by sisters are more
homogenous than in the general population. Mother-daughter comparisons reveal that the strength
of the intergenerational correlations in fertility outcomes is not as strong as originally thought, once
genetic endowments are controlled for. The same comparisons reveal also that, within families,
one possible way in which G⇥E effects operate is through genetic nurturing, i.e., the link between
reproductive fitness and genotypes that are not genetically transmitted from parents to daughters,
which can express itself through internal socialization and intrafamily cultural transmission.

Sixth, counterfactual simulations illustrate that, even in a world populated by women who are
genetically identical, the impact of E on the evolution of outcomes is substantial. Instead, when all
women face equal environmental exposure to pill usage, we would observe only small differences in
outcomes across cohorts but large cross-sectional variation driven by different genetic endowments.
Not only do gene-environment interactions moderate the differences in age at sexual initiation and
reinforce those in age at first motherhood between women with high and low genetic propensities,
but they also express themselves more strongly when the environmental conditions offer women a
broad range of opportunities, which complement their genetic predispositions.

Several new areas for future economic research on fertility seem to be promising. One is to
extend the analysis to male fertility (Dudel and Klüsener, forthcoming). This would allow us to
explore gender differences and strengthen our understanding of how gene-environment interactions
operate. Another direction is to examine a wider range of external environmental risks which might
affect women’s emancipation and career plans differently from the contraceptive pill, such as the
availability of in vitro fertilization treatments (Lundborg et al., 2017) or the changing role of gender
stereotypes (Bertrand, 2020). An alternative is to open up the analysis to other contextual aspects
of the internal family environment, such as childhood family structure. Although this would re-
quire a credible identification strategy (Dettmer et al., 2020), it would enrich the interpretation of
gene-environment interactions beyond social control mechanisms and make it possible to consider al-
ternative explanations based on social compensation or contextual triggering (Domingue et al., 2017;
Harden et al., 2019). Differences in early family structure may also be associated with epigenetic
differences between sisters, as well as between unrelated women (Heijmans et al., 2008). Combining
polygenic scores with information on DNA methylation could lead to completely new insights on the
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gene-environment interplay.
Furthermore, new research may help us to refine our knowledge of intrafamily responses, identify-

ing not only the effects of G⇥E and genetic nurturing, but also the extent to which parents reinforce
or compensate for genetic differences among their children in reproductive fitness, as they appear
to do in other life domains (Behrman et al. 1982; Del Bono et al., 2012; Fletcher et al., 2020). This
would link up to another important strand of research investigating how assortative mating, possibly
along genetic markers as well, could affect fertility outcomes and other family behaviors (Eika et al.,
2019; Barban et al., 2021). Finally, expanding the analysis to populations of non-European descent
will allow us to ascertain the generalizability of our results to other ethnic groups (Peterson et al.,
2019).

While some of these new avenues of research could be examined with the UK Biobank, others
may have to be addressed with additional data sources, including Add Health, ALSPAC, and Un-
derstanding Society. Moving this research agenda forward will crucially depend on the availability
of detailed socioeconomic information with high-quality genomic data on large populations. As her-
alded by Schultz (1973) fifty years ago at the start of the modern economic analysis of fertility, a
new dialogue between data and theory at the intersection of different scientific disciplines is needed.
As then, this new dialogue has just begun and its research opportunities are abundant.
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Figures and Tables

Figure 1: Fertility Outcomes by Birth Cohort in the UK Biobank
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Notes: Each panel displays time trends in the outcomes: age at first sex (A1S), age at first birth
(A1B), completed fertility (CF), and childlessness (CLN). Each figure is constructed with the working
samples used in estimation. For CF and CLN, we restrict the sample to women aged 45 years old
or more at the time of the interview.
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Figure 2: Distribution of the Polygenic Scores
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Notes: The figure plots the standardized kernel-smoothed density of the three fertility-related poly-
genic scores (PGS A1S, PGS A1B, and PGS CF) as well as the polygenic scores for educational
attainment and risk tolerance and risky behaviors (PGS EA and PGS RISK, respectively).
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Figure 3: Polygenic Scores’ Marginal Effects by Outcome and Birth Cohort
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Notes: Each panel shows how the polygenic score variable for each outcome varies by cohort. The
marginal effects, ↵3, are obtained from equation (2). See the text for more details.
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Figure 4: Contraceptive Pill Usage by Calendar Year Across Broad Geographic Regions
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Notes: The figure shows the proportion of childless women aged 18 or more who ever took the birth
control pill by broad geographic region of birth and calendar year. This proportion is constructed
using data from the UK Biobank (see the text for more details). The pill was first introduced in the
UK in 1961, when it was available only to married women (solid vertical line). Its availability was
extended to everyone in England and Wales in 1967 (long dashed vertical line), in 1968 in Scotland
(short dashed vertical line).
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Figure 5: Nonlinear effects of E by deciles of G
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Notes: The figure shows point estimates and 95% confidence intervals for G, �1, and G⇥E, �3,
for each outcome separately. The estimates come from fitting model (6), in which each outcome is
regressed on its specific polygenic score (G) discretized in deciles, the local authority district level pill
usage (E), and their interactions. See the text for details on other controls included in estimation.
Standard errors are robust and clustered at the local authority district level.
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Figure 6: Counterfactual Simulation (I): Equal E or Equal G?
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Notes: Each panel shows the observed outcome and the outcome predicted using our baseline model
(5) by birth cohort. In addition, it displays the outcome predicted from the baseline model in which
pill usage is forced to take the maximum value observed in each local authority of birth over the
entire sample period (labelled ‘E max’). It also displays the outcome predicted from the baseline
model in which every woman is assigned the bottom (top) percentile of the A1S (A1B) polygenic
score for each birth cohort (labelled ‘G min’ in the top panel, or ‘G max’ in the bottom panel). See
the text for more details.
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Figure 7: Counterfactual Simulation (II): Effects by Strength of Genetic Predisposition
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Notes: Estimates in each panel are obtained from the fitting the baseline model (5) after splitting
the sample into two groups of women based on their polygenic scores, one above and the other below
the median. Each outcomes is then simulated for the two groups, labelled ‘High G’ (thick continuous
line) and ‘Low G’ (thick dotted line), respectively. Both simulations are then replicated after setting
to zero the G⇥E effects. These lead to the dash-dotted lines ‘High G (No G⇥E model)’ and ‘Low
G (No G⇥E model)’.
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Table 1: Summary Statistics

Variables Mean Std. Dev. N

Outcomes

Age at first sex (A1S) 18.98 3.51 148,286
Age at first birth (A1B) 25.33 4.54 115,229
Completed fertility (CF) 1.84 1.16 155,435
Childlessness (CLN) 0.17 0.38 155,435

Measures of genetic assessment (G)
PGS A1S -0.03 0.98 168,724
PGS A1B -0.01 0.99 168,757
PGS CF 0.01 0.99 168,754
PGS Educational attainment -0.02 0.98 168,757
PGS Risk -0.03 0.99 168,757

Measures of environmental influence (E)
Pill exposure 0.24 0.25 168,757
Female education 0.71 0.22 167,117
GDP per capita 10.66 2.38 167,486
Share in services 0.51 0.08 167,486

Early life controls

Mother smoking during pregnancy 0.30 0.46 146,532
Birthweight (kg) 3.24 0.63 109,409
Breastfed 0.69 0.46 136,488

Source: UK Biobank.
Notes: ‘Pill exposure’ is measured by the proportion of childless women who used the pill for the
first time by age 18 in the local authority district (LAD) of birth of each woman in the sample
(derived from the UK Biobank). ‘Female education’ corresponds to the proportion of women leaving
post-compulsory schooling by LAD and year of birth (derived from the UK Biobank). ‘GPD per
capita’ and ‘Share in services’ are regional variables linked to each woman in the UK Biobank when
she was 18 years old. These two latter measures are from the statistical series published in the
Rosés-Wolf database (see Rosés and Wolf, 2018). N refers the number of women.
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Table 2: Baseline Estimates

(a) (b) (c) (d)
Outcome A1S A1B CF CLN

G (✓1) 2.1155*** 2.6746*** 0.6597*** -0.1381***
(0.0269) (0.0160) (0.0069) (0.0019)

E (✓2) -0.0259*** 0.0359*** -0.0068*** 0.0022***
(0.0003) (0.0005) (0.0002) (0.0001)

G⇥ E (✓3) -0.0031*** 0.0099*** 0.0005*** -0.0012***
(0.0005) (0.0004) (0.0001) (0.0000)

Observations 148,253 115,229 155,432 155,432
R2 0.403 0.495 0.347 0.201
Mean of Dep. Var. 18.97 25.33 1.840 0.175
SD of De. Var. 3.460 4.543 1.156 0.380
% Change E † 6.147 2.594 8.135 6.327
Incremental R2 ‡ 0.320 0.422 0.320 0.173

Notes: Obtained from the baseline model (5). E is measured by the proportion of women using
the pill for the first time in the district of birth at the age at 18. G corresponds to PGS A1S in
column (a), PGS A1B in column (b), and PGS CF in columns (c) and (d). Standard errors are
robust and clustered at the local authority district (LAD) level. All regressions include: an indicator
variable taking value 1 if a woman was born between 1939 and 1945, and 0 otherwise; the first 10
principal components of the full matrix of SNP data; their interactions with E; and LAD fixed
effects. ‘Observations’ is the number of women used in the analysis.
† ‘% Change E’ compares the marginal effect of E (✓2 in (5)) setting all the other covariates to
their mean values to the same coefficient found in a model in which G and G ⇥ E are set to zero
(✓1 = ✓3 = 0).
‡ ‘Incremental R2’ shows the extra value of the R2 statistic attributable to G and G⇥E compared
to a model that does not include genes (i.e., ✓1 = ✓3 = 0).
* Significant at 10%; ** significant at 5%; *** significant at 1%.
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Table 3: Sisters’ Fixed Effects Estimates

(a) (b) (c) (d)
Outcome A1S A1B CF CLN

G (⇢1) 1.7549*** 2.1315*** 0.5907*** -0.1372***
(0.1006) (0.1083) (0.0245) (0.0079)

E (⇢2) -0.0325*** 0.0410*** -0.0064*** 0.0015***
(0.0028) (0.0051) (0.0010) (0.0004)

G⇥ E (⇢3) -0.0047* 0.0111*** -0.0005 -0.0007***
(0.0027) (0.0033) (0.0008) (0.0003)

Observations 11,777 9,209 12,682 12,682
R2 0.238 0.275 0.211 0.148
No. of households 6,393 5,758 6,460 6,460
Mean of Dep. Var. 19.02 25.14 1.837 0.182
% Change E † 4.860 5.873 -6.310 -4.716
Incremental R2 ‡ 0.145 0.187 0.143 0.085

Notes: Obtained from the sister fixed effects model (7). Standard errors are robust and clustered at
the household level. For the definitions of G and E and a list of the other variables included in the
analysis, see the notes to Table 2.
† ‘% Change E’ compares the marginal effect of E (⇢2 in (7)) setting all the other covariates to
their mean values to the same coefficient found in a model in which G and G ⇥ E are set to zero
(⇢1 = ⇢3 = 0).
‡ ‘Incremental R2’ shows the extra value of the R2 statistic attributable to G and G⇥E compared
to a model that does not include genes (i.e., ⇢1 = ⇢3 = 0).
* Significant at 10%; ** significant at 5%; *** significant at 1%.
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Table 4: Mother-Daughter Comparisons

(a) (b) (c) (d) (e) (f) (g) (h) (i)
Outcomes A1S A1S A1S A1B A1B A1B CF CF CF

G 2.9716*** 2.8024*** 3.0099*** 3.1728*** 3.0814*** 3.4557*** 0.8750*** 0.8706*** 0.9257***
(1.0799) (1.0850) (1.1564) (0.7607) (0.7617) (0.7678) (0.2200) (0.2244) (0.2225)

E -0.0180* -0.0218** -0.0219* 0.0468*** 0.0443*** 0.0436*** -0.0092** -0.0092** -0.0098**
(0.0101) (0.0100) (0.0113) (0.0137) (0.0138) (0.0144) (0.0042) (0.0042) (0.0042)

G⇥ E -0.0171 -0.0172 -0.0166 -0.0008 -0.0011 -0.0044 -0.0052 -0.0052 -0.0058*
(0.0153) (0.0153) (0.0162) (0.0110) (0.0110) (0.0111) (0.0035) (0.0035) (0.0035)

Gmother 0.3834*** 0.2465* 0.0062
(0.0797) (0.1474) (0.0421)

Y mother 0.0464 -0.0399 -0.0426
(0.0300) (0.0508) (0.0347)

Observations 1,752 1,752 1,460 1,081 1,081 1,028 670 670 670
R2 0.320 0.329 0.353 0.522 0.524 0.531 0.330 0.330 0.332
Mean of Dep. Var. 17.73 17.73 17.74 26.87 26.87 26.87 1.560 1.560 1.560

Notes: Obtained from the mother-daughter subsample. Standard errors are computed using the Huber-White sandwich estimator. For the definitions
of G and E and a list of the other variables included in the analysis, see the notes to Table 2.
* Significant at 10%; ** significant at 5%; *** significant at 1%.
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Online Appendix

Figure A1: Birth Location for Each UK Biobank Respondent

Note: Each dot in the map corresponds to the birth location of a UK Biobank respondent.
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Figure A2: Heritability Trends, by Outcome and Birth Cohort
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Notes: The figure shows the SNP-based heritability estimates and their 95% confidence interval by
birth cohort. Estimates are obtained from a GREML model (see Section 2 in the text) and computed
as 5-year moving averages.
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Figure A3: Proportion of Women Leaving Post-Compulsory Education by Broad Geographic Region
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Notes: The figure shows the proportion of women leaving post-compulsory education at age 16 or
more, by year and region of birth. The data come from the UK Biobank.
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Figure A4: Trends in Regional GDP per Capita and Female Employment Shares in Services
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Note: GDP per capita (panel A) and share of female workers employed in services (panel B) come
from the statistical series published in the Rosés-Wolf database (Rosés and Wolf, 2018) and are
available at a broad regional level from 1900 to 2010. We use splines to interpolate both series.
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Figure A5: Correlations between G and E

Notes: The figure shows the correlation plots between each polygenic score (PGS A1S, PGS A1B,
and PGS CF), as our measures of G, and pill usage (in percentage points), as our measure of E.
Each panel also reports a fitted regression line.
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Table A1: Cross-Correlations

Variables A1S A1B CF CLN PGS PGS PGS PGS PGS
A1S A1B CF EA RISK

A1S 1.00
A1B 0.33 1.00
CF -0.12 -0.26 1.00
CLN 0.14 . -0.73 1.00
PGS A1S 0.57 0.25 -0.10 0.12 1.00
PGS A1B 0.23 0.66 -0.11 0.05 0.39 1.00
PGS CF -0.12 -0.14 0.56 -0.41 -0.17 -0.23 1.00
PGS EA 0.07 0.14 -0.04 0.04 0.16 0.31 -0.12 1.00
PGS RISK -0.03 -0.02 0.02 -0.01 -0.05 -0.03 0.03 0.02 1.00

Notes: The table reports the cross-correlations of the four fertility outcomes and their polygenic
scores (PGS). Note that the PGS for childlessness (CLN) is the same as PGS for completed fertility
(CF).
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Table A2: Stability of the Polygenic Scores Across Birth Cohorts

(1) (2) (3) (4) (5)
PGS A1S PGS A1B PGS CF PGS EA PGS RISK

1940–1944 (cohort 2) -0.0309* -0.0560*** -0.0076 0.0066 0.0068
(0.0180) (0.0157) (0.0141) (0.0125) (0.0136)

1945–1949 (cohort 3) -0.0574*** -0.0853*** -0.0067 0.0014 0.0054
(0.0172) (0.0162) (0.0136) (0.0116) (0.0131)

1950–1954 (cohort 4) -0.0970*** -0.0738*** -0.0029 -0.0000 0.0227*
(0.0182) (0.0156) (0.0145) (0.0118) (0.0134)

1955–1959 (cohort 5) -0.1056*** -0.0856*** 0.0256* -0.0128 0.0297**
(0.0189) (0.0163) (0.0149) (0.0120) (0.0147)

1960–1964 (cohort 6) -0.0364* -0.0952*** 0.0385** -0.0353*** 0.0170
(0.0188) (0.0165) (0.0161) (0.0115) (0.0153)

1965–1969 (cohort 7) 0.0285 -0.0857*** 0.0044 -0.0333** 0.0114
(0.0192) (0.0176) (0.0171) (0.0133) (0.0154)

Observations 168,724 168,757 168,754 168,757 168,757
R2 0.081 0.063 0.028 0.118 0.051
Mean of Dep. Var. -0.026 -0.011 0.006 -0.025 -0.027
p-value cohort2-cohort3 0.000 0.000 0.896 0.468 0.837
p-value test cohort2-cohort4 0.000 0.0144 0.502 0.357 0.026
p-value test cohort2-cohort5 0.000 0.000 0.000 0.013 0.006
p-value test cohort2-cohort6 0.553 0.000 0.000 0.000 0.239
p-value test cohort2-cohort7 0.000 0.009 0.275 0.000 0.676
p-value test cohort3-cohort4 0.000 0.126 0.546 0.838 0.010
p-value test cohort3-cohort5 0.000 0.972 0.000 0.042 0.004
p-value test cohort3-cohort6 0.006 0.226 0.000 0.000 0.168
p-value test cohort3-cohort7 0.000 0.972 0.276 0.000 0.547
p-value test cohort4-cohort5 0.330 0.150 0.00 0.0761 0.401
p-value test cohort4-cohort6 0.000 0.009 0.000 0.000 0.519
p-value test cohort4-cohort7 0.000 0.278 0.487 0.000 0.222
p-value test cohort5-cohort6 0.000 0.275 0.196 0.003 0.132
p-value test cohort5-cohort7 0.000 0.991 0.080 0.030 0.068
p-value test cohort6-cohort7 0.000 0.418 0.004 0.851 0.613

Notes: The table presents estimates from regressions of each polygenic score on 5-years cohort
indicators. All regressions include the first 10 principal components of the full matrix of the SNP
data and local authority district fixed effects. The table also reports the p-value of the test for
the differences between cohort coefficients. Standard errors are robust and clustered at the local
authority district level.
* Significant at 10%; ** significant at 5%; *** significant at 1%.
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Table A3: Estimates Excluding G⇥ E

(a) (b) (c) (d)
Outcome A1S A1B CF CLN

G 2.0388*** 2.9026*** 0.6706*** -0.1619***
(0.0208) (0.0123) (0.0052) (0.0016)

E -0.0259*** 0.0355*** -0.0068*** 0.0022***
(0.0004) (0.0005) (0.0002) (0.0001)

Observations 148,253 115,229 155,432 155,432
R2 0.403 0.492 0.347 0.197
Mean of Dep. Var. 18.97 25.33 1.840 0.175
Incremental R2 ‡ 0.320 0.422 0.320 0.173

Notes: Obtained from the baseline model (5). Standard errors are robust and clustered at the local
authority district (LAD) level. All regressions include: an indicator variable taking value 1 if a
woman was born between 1939 and 1945, and 0 otherwise; the first 10 principal components of the
full matrix of SNP data; their interactions with E; and LAD fixed effects. ‘Observations’ is the
number of women used in the analysis. See the notes to Table 2 for other details.
‡ ‘Incremental R2’ shows the extra value of the R2 statistic attributable to G compared to a model
that does not include genes (i.e., ✓1 = ✓3 = 0).
* Significant at 10%; ** significant at 5%; *** significant at 1%.
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Table A4: Benchmarking Our Estimates Against Existing Studies

(a) (b) (c)
Goldin and Kats (2002) Bailey (2006, 2009) Myers (2017)
Birth prior to age 23 Birth prior to age 22 Birth prior to age 19

G -0.2236*** -0.1934*** -0.0676***
(0.0019) (0.0021) (0.0014)

E -0.0800*** -0.0663*** -0.0212***
(0.0029) (0.0027) (0.0019)

G⇥ E 0.0384*** 0.0356*** 0.0079***
(0.0027) (0.0026) (0.0023)

Abortion 0.0101***
(0.0018)

Observations 115,229 115,229 115,229
R2 0.267 0.234 0.095
Mean of Dep. Var. 0.283 0.216 0.0554
% Change E † 2.841 2.906 3.552
Incremental R2 ‡ 0.238 0.212 0.0860

Notes: Obtained from the estimation of model (5), in which E is measured by an indicator variable
taking value one if the proportion of women using the pill for the first time in the district of birth at
the age of 13 is above 30%, and zero otherwise; G is the PGS A1B. ‘Abortion’ is a dummy variable
measuring exposure to the abortion law, which takes value one if a woman is aged 18 or less in 1968,
and zero otherwise. Standard errors are robust and clustered at the local authority district (LAD)
level. For other details, see the notes to Table 2.
† ‘% Change E’ compares the marginal effect of E (✓2 in (5)) setting all the other covariates to
their mean values to the same coefficient found in a model in which G and G ⇥ E are set to zero
(✓1 = ✓3 = 0).
‡ ‘Incremental R2’ shows the extra value of the R2 statistic attributable to G and G⇥E compared
to a model that does not include genes (i.e., ✓1 = ✓3 = 0).
* Significant at 10%; ** significant at 5%; *** significant at 1%.
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Table A5: Estimates with Early Life Controls

(a) (b) (c) (d)
Outcome A1S A1B CF CLN

G 2.1113*** 2.6813*** 0.6669*** -0.1425***
(0.0323) (0.0189) (0.0095) (0.0022)

E -0.0248*** 0.0369*** -0.0064*** 0.0021***
(0.0004) (0.0006) (0.0002) (0.0001)

G⇥ E -0.0027*** 0.0083*** 0.0003 -0.0011***
(0.0006) (0.0005) (0.0002) (0.0001)

Birthweight -0.0901*** 0.0368* 0.0157*** -0.0032
(0.0144) (0.0210) (0.0058) (0.0022)

Maternal smoking -0.4281*** -0.4500*** 0.0339*** -0.0158***
(0.0184) (0.0299) (0.0092) (0.0026)

Breastfeed -0.0326 0.1482*** 0.0013 0.0054**
(0.0205) (0.0297) (0.0068) (0.0027)

Observations 81,160 60,142 80,610 80,610
R2 0.405 0.505 0.350 0.207
Mean of Dep. Var. 18.89 25.67 1.809 0.185
% Change E 7.082 -1.541 4.823 3.900
Incremental R2 0.317 0.409 0.322 0.178

Notes: Obtained from the estimation of model (5), after controlling for early life conditions. For all
other details, see the notes to Table 2.
* Significant at 10%; ** significant at 5%; *** significant at 1%.
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Table A6: Estimates with Alternative Measures of Pill Exposure

(a) (b) (c) (d)

Outcome A1S A1B CF CLN

G 2.1422*** 2.6136*** 0.6580*** -0.1338***
(0.0284) (0.0168) (0.0075) (0.0020)

E -0.0236*** 0.0286*** -0.0051*** 0.0017***
(0.0003) (0.0004) (0.0001) (0.0000)

G⇥ E -0.0029*** 0.0081*** 0.0004*** -0.0008***
(0.0004) (0.0003) (0.0001) (0.0000)

Observations 148,248 115,226 155,427 155,427
R2 0.405 0.493 0.346 0.201
Mean of Dep. Var. 18.97 25.33 1.840 0.175
% Change E 1.847 3.070 8.494 6.584
Incremental R2 0.318 0.422 0.320 0.173

Notes: Obtained from the estimation of model (5), in which E is measured by the proportion of
women using the pill for the first time in the district of birth between ages 18–30. For all other
details, see the notes to Table 2.
* Significant at 10%; ** significant at 5%; *** significant at 1%.
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Table A7: Estimates Controlling for Year-of-Birth Fixed Effects

(a) (b) (c) (d)

Outcome A1S A1B CF CLN

G 2.1093*** 2.6759*** 0.6596*** -0.1381***
(0.0257) (0.0159) (0.0069) (0.0019)

E -0.0169*** 0.0293*** -0.0057*** 0.0019***
(0.0014) (0.0025) (0.0005) (0.0002)

G⇥ E -0.0031*** 0.0098*** 0.0005*** -0.0012***
(0.0005) (0.0004) (0.0001) (0.0000)

Observations 148,253 115,229 155,432 155,432
R2 0.408 0.496 0.348 0.202
Mean of Dep. Var. 18.97 25.33 1.840 0.175
% Change E -5.462 -2.214 2.657 -1.000
Incremental R2 0.318 0.422 0.320 0.173

Notes: Obtained from the estimation of model (5), in which besides the other variables included in
X we also control for 5-year cohort fixed effects. For all other details, see the notes to Table 2.
* Significant at 10%; ** significant at 5%; *** significant at 1%.
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Table A8: Estimates controlling for PGS risk and PGS education

(a) (b) (c) (d)
Outcome A1S A1B CF CLN

G 2.1356*** 2.7547*** 0.6615*** -0.1382***
(0.0273) (0.0161) (0.0070) (0.0019)

E -0.0260*** 0.0357*** -0.0068*** 0.0022***
(0.0003) (0.0005) (0.0002) (0.0001)

G⇥ E -0.0031*** 0.0098*** 0.0005*** -0.0012***
(0.0005) (0.0004) (0.0001) (0.0000)

PGS EA -0.1101*** -0.3158*** 0.0218*** -0.0014
(0.0083) (0.0110) (0.0025) (0.0009)

PGS RISK 0.0241*** 0.0532*** 0.0035 0.0001
(0.0073) (0.0103) (0.0027) (0.0009)

Observations 148,253 115,229 155,432 155,432
R2 0.404 0.499 0.347 0.201
Mean of Dep. Var. 18.97 25.33 1.840 0.175
% Change E 7.254 1.268 7.519 5.876
Incremental R2 0.315 0.413 0.319 0.171

Notes: Obtained from the estimation of model (5), in which we also include the polygenic scores
for educational attainment and for risk tolerance and risky behaviors, PGS EA and PGS RISK,
respectively. For all other details, see the notes to Table 2.
* Significant at 10%; ** significant at 5%; *** significant at 1%.
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Table A9: Estimates Controlling for All Polygenic Scores

(a) (b) (c) (d)
Outcome A1S A1B CF CLN

G 2.1225*** 2.7939*** 0.6622*** -0.1399***
(0.0287) (0.0181) (0.0070) (0.0020)

E -0.0260*** 0.0358*** -0.0068*** 0.0022***
(0.0003) (0.0005) (0.0002) (0.0001)

G⇥ E -0.0031*** 0.0096*** 0.0005*** -0.0012***
(0.0005) (0.0004) (0.0001) (0.0000)

PGS A1S -0.1119*** -0.0109*** 0.0258***
(0.0146) (0.0036) (0.0012)

PGS A1B 0.0064 0.0142*** -0.0315***
(0.0092) (0.0038) (0.0013)

PGS CF -0.0615*** -0.0220*
(0.0094) (0.0118)

PGS EA -0.1154*** -0.3081*** 0.0200*** 0.0026***
(0.0084) (0.0111) (0.0025) (0.0009)

PGS RISK 0.0252*** 0.0476*** 0.0033 0.0005
(0.0073) (0.0106) (0.0027) (0.0009)

Observations 148,251 115,214 155,399 155,399
R2 0.405 0.500 0.347 0.208
Mean of Dep. Var. 18.97 25.33 1.840 0.175
% Change E -0.246 0.322 0.0776 0.508
Incremental R2 0 0 0 0

Notes: Obtained from the estimation of model (5), in which for each outcome we also include all the
polygenic scores, not just the outcome-specific PGS. For all other details, see the notes to Table 2.
* Significant at 10%; ** significant at 5%; *** significant at 1%.
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Table A10: Estimates with an Alternative Measure of E (Female Educational attainment)

(a) (b) (c) (d)
Outcome A1S A1B CF CLN

G 2.1214*** 2.2954*** 0.6516*** -0.0881***
(0.0534) (0.0401) (0.0172) (0.0047)

E -0.0081*** 0.0124*** -0.0026*** 0.0007***
(0.0012) (0.0011) (0.0003) (0.0001)

G⇥ E -0.0012* 0.0086*** 0.0003 -0.0011***
(0.0006) (0.0006) (0.0002) (0.0001)

Observations 146,717 114,310 154,311 154,311
R2 0.394 0.486 0.343 0.196
Mean of Dep. Var. 18.97 25.29 1.842 0.174
% Change E 21.20 -32.62 -5.718 -8.205
Incremental R2 0.320 0.421 0.320 0.172

Notes: Obtained from the estimation of model (5), in which E is measured by the proportion of
women leaving post-compulsory education at age 16 or above by local authority district and year of
birth. All regressions also include an indicator variable taking value one if a woman is born after
September 1957, and zero otherwise. For all other details, see the notes to Table 2.
* Significant at 10%; ** significant at 5%; *** significant at 1%.
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Table A11: Estimates with an Alternative Measure of E (Regional GDP Per Capita)

(a) (b) (c) (d)
Outcome A1S A1B CF CLN

G 2.5393*** 0.5893 0.5356*** 0.1131
(0.3626) (0.6703) (0.0723) (0.0627)

E -4.4866*** 5.8792*** -1.2023*** 0.3634***
(0.5778) (0.4680) (0.1252) (0.0325)

G⇥ E -0.2117 0.9976** 0.0580* -0.1183***
(0.1604) (0.2976) (0.0293) (0.0273)

Observations 147,161 114,398 154,230 154,230
R2 0.401 0.490 0.345 0.196
Mean of Dep. Var. 18.98 25.33 1.841 0.175
Wildboot p-value G 0.000 0.688 0.000 0.043
Wildboot p-value E 0.000 0.000 0.000 0.000
Wildboot p-value G⇥ E 0.242 0.000 0.207 0.000
% Change E 6.146 1.662 6.129 4.666
Incremental R2 0.324 0.436 0.322 0.173

Notes: Obtained from the estimation of model (5), in which E is measured by the regional GDP per
capita linked to each woman in the UK Biobank when she was 18 years old. For all other details,
see the notes to Table 2.
* Significant at 10%; ** significant at 5%; *** significant at 1%.
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Table A12: Estimates with an Alternative Measure of E (Regional Share of Female Employment in
Services)

(a) (b) (c) (d)
Outcome A1S A1B CF CLN

G 2.0468*** 1.7658*** 0.5521*** -0.0232
(0.1519) (0.3970) (0.0249) (0.0368)

E -11.6427*** 15.7420*** -3.1994*** 1.0063***
(0.6643) (1.1015) (0.2429) (0.0686)

G⇥ E -0.0098 2.2611** 0.2331*** -0.2721***
(0.3086) (0.7619) (0.0466) (0.0697)

Observations 147,161 114,398 154,230 154,230
R2 0.3968 0.485 0.343 0.194
Mean of Dep. Var. 18.98 25.33 1.841 0.175
Wildboot p-value G 0.000 0.012 0.000 0.645
Wildboot p-value E 0.000 0.000 0.000 0.000
Wildboot p-value G⇥ E 0.957 0.000 0.023 0.000
% Change E 7.818 7.914 8.197 6.666
Incremental R2 0.324 0.437 0.322 0.173

Notes: Obtained from the estimation of model (5), in which E is measured by the regional share of
female employment in services linked to each woman in the UK Biobank when she was 18 years old.
For all other details, see the notes to Table 2.
* Significant at 10%; ** significant at 5%; *** significant at 1%.
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Table A13: Estimates on the Subsample of Stayers

(a) (b) (c) (d)
Outcome A1S A1B CF CLN

G 2.0901*** 2.5512*** 0.6705*** -0.1328***
(0.0466) (0.0274) (0.0139) (0.0039)

E -0.0267*** 0.0350*** -0.0065*** 0.0020***
(0.0006) (0.0010) (0.0003) (0.0001)

G⇥ E -0.0050*** 0.0099*** 0.0001 -0.0010***
(0.0008) (0.0006) (0.0002) (0.0001)

Observations 46,826 37,722 50,313 50,313
R2 0.397 0.457 0.352 0.195
Mean of Dep. Var. 18.66 24.24 1.867 0.162
% Change E 4.276 13.69 9.267 7.826
Incremental R2 0.304 0.406 0.321 0.163

Notes: Obtained from the estimation of model (5) fitted on the subsample of women whose local
area of residence at the time of interview has not changed since birth. For all other details, see the
notes to Table 2.
* Significant at 10%; ** significant at 5%; *** significant at 1%.
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Table A14: Nonlinear Effects of E

(a) (b) (c) (d)
Outcome A1S A1B CF CLN

G 2.2279*** 2.4865*** 0.6876*** -0.1300***
(0.0338) (0.0252) (0.0091) (0.0028)

E-2 -0.3867*** 0.1376** -0.0782*** 0.0009
(0.0390) (0.0627) (0.0127) (0.0043)

E-3 -0.7035*** 0.2016*** -0.0974*** 0.0037
(0.0428) (0.0422) (0.0097) (0.0033)

E-4 -0.9402*** 0.3280*** -0.1620*** 0.0118**
(0.0495) (0.0559) (0.0137) (0.0050)

E-5 -1.2419*** 0.5671*** -0.1934*** 0.0255***
(0.0523) (0.0556) (0.0141) (0.0054)

E-6 -1.6311*** 1.0048*** -0.2692*** 0.0498***
(0.0516) (0.0552) (0.0153) (0.0053)

E-7 -2.0789*** 1.3326*** -0.3516*** 0.0781***
(0.0508) (0.0608) (0.0144) (0.0056)

E-8 -2.3013*** 1.7698*** -0.4292*** 0.1081***
(0.0481) (0.0626) (0.0154) (0.0052)

E-9 -2.4227*** 2.2590*** -0.5033*** 0.1287***
(0.0522) (0.0638) (0.0159) (0.0061)

E-10 -2.6293*** 2.8158*** -0.6177*** 0.1669***
(0.0505) (0.0580) (0.0195) (0.0076)

G⇥ E � 2 -0.0720 0.0228 -0.0589*** 0.0009
(0.0588) (0.0539) (0.0165) (0.0057)

G⇥ E � 3 -0.1182** 0.1706*** -0.0367*** -0.0072*
(0.0461) (0.0319) (0.0102) (0.0038)

G⇥ E � 4 -0.1868*** 0.3234*** -0.0581*** -0.0162***
(0.0580) (0.0401) (0.0101) (0.0036)

G⇥ E � 5 -0.2473*** 0.4157*** -0.0174 -0.0279***
(0.0492) (0.0386) (0.0106) (0.0034)

G⇥ E � 6 -0.2468*** 0.5351*** -0.0185 -0.0382***
(0.0466) (0.0392) (0.0117) (0.0036)

G⇥ E � 7 -0.3125*** 0.5996*** -0.0245** -0.0476***
(0.0468) (0.0376) (0.0102) (0.0037)

G⇥ E � 8 -0.2055*** 0.6284*** 0.0154 -0.0604***
(0.0521) (0.0347) (0.0120) (0.0036)

G⇥ E � 9 -0.2547*** 0.6839*** 0.0036 -0.0733***
(0.0484) (0.0403) (0.0097) (0.0038)

G⇥ E � 10 -0.3384*** 0.8386*** -0.0131 -0.0819***
(0.0426) (0.0379) (0.0172) (0.0060)

Observations 148,253 115,229 155,432 155,432
R2 0.408 0.496 0.348 0.202
Mean of Dep. Var. 18.97 25.33 1.840 0.175

Notes: Obtained from the estimation of model (5), in which our baseline measure of E (pill diffusion)
has been discretized into deciles (E� 1,..., E� 10). Each of them has been estimated (base=E� 1)
and interacted with the outcome-specific PGS. For all other details, see the notes to Table 2.
* Significant at 10%; ** significant at 5%; *** significant at 1%.
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